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Image understanding, attention and human early visual cortex

Abstract This paper reviews our recent fMRI and psychophysical finding on: 1) perceived size representation in V1; 2) border ownership representation in V2; and 3) neural processing of partially occluded face. These findings demonstrate that the human early visual cortex not only performs local feature analyses, but also contributes significantly to high-level visual computation with assistance of attention-enabled cortical feedback. Moreover, by taking advantage of recent findings on early visual cortex from neuroscience and cognitive science, we build a biologically plausible attention model that can well predict human scanpaths on natural images.
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1 Introduction

One of the greatest mysteries in vision science is the human ability to understand visual scenes with high accuracy and lightening speed. Its importance is heightened by the fact that efforts to duplicate this ability in machines have not met with extraordinary success. It is well recognized that a natural way to make progress in machine vision is to study visual information representation, processing and transformation in the human visual system. The core part of the human visual system is the visual cortex, located in the posterior part of the brain [1] (Fig. 1). The visual cortex consists of tens of visual areas, each of which is relatively specialized for processing certain visual patterns. For example, the primary visual cortex (V1) is selective for orientation; the middle temporal area (hMT) is sensitive to motion and binocular disparity; the lateral occipital area (LO) responds to objects.

How these visual areas are organized to implement various visual functions is of central interest to vision scientists. A dominant theory is David Marr’s model. Its central tenet is the decomposition of visual processing into successive feed-forward steps, into low, intermediate and high-level stages. Correspondingly, the visual cortex could be divided into areas implementing low, intermediate and high-level computations. Early visual cortex serves to analyze local features such as edge, spatial frequency and contrast. Object recognition and image understanding are thought to be functions of higher visual areas. In this paper, we review our recent findings and challenge this dominant view. In Sect. 2, we show that V1 could combine the retinal size and the depth of a stimulus to compute its real size. In Sect. 3, we demonstrate that V2 could represent border ownership and is critical for image understanding. In Sect. 4, we reveal that processing partially occluded face consists of two synergetic phases: early suppression in early visual areas and late enhancement in higher visual areas. The former process might contribute to figure-ground segmentation. In these three studies, functional magnetic resonance imaging (fMRI) was used to measure human brain activity and psychophysics was used to measure human behaviors. These studies provide converging evidence supporting that even early visual cortex could be involved in higher-order visual computations related to image understanding. Furthermore, we show that attention, which enables cortical feedback from higher areas to early visual cortex, is necessary for these computations. In Sect. 5, based on recent findings on early visual cortex from neuroscience and cognitive science, we build a dynamic attention model that can predict human scanpaths on natural images.
2 Perceived size representation in V1

One of the most fundamental properties of V1 is its retinotopic organization, which makes it an ideal candidate for encoding spatial properties of objects such as size. Three-dimensional (3D) contextual information can often lead to size illusions. Figure 2 shows a size illusion. A rendered 3D scene of a hallway and walls was used to present two physically identical 3D rings: one was at a close ("front") apparent depth and the other was at a far ("back") apparent depth. The primary cues to depth include linear perspective, occlusion and relative texture size, which make the back ring perceived to be larger than the front ring. To assess the magnitude of the size illusion, we performed a psychophysical matching task. The result showed that, on average, the back ring appeared to be approximately 15% larger than the front ring.

With this size illusion, we performed a high-resolution fMRI experiment to address a critical question in vision sciences, that is, how complex 3D contextual information can influence spatial activity patterns in V1 [2]. We used a simple block design to present the stimuli in the fMRI experiment. Specifically, subjects fixated a small green point at the center of the front 3D ring (i.e., the intersection of the spokes) for 20 s, and then the front 3D ring was counterphase-flickered for 10 s. The green fixation point moved to the center of the back 3D ring.
and the subjects were instructed to follow it and maintain fixation for 20 s, and then the back 3D ring was flickered for 10 s, including the spokes allowed the fixation point to always remain directed on the object (3D ring plus spokes). Otherwise, one fixation would have directed attention to the floor and the other to the back wall.

We hypothesized that the changes in the spatial distribution of activity in V1 because of a size illusion (if there is any) are the result of feedback of 3D contextual information from higher visual areas. One way to test the feedback model is to “silence” activity in areas that process 3D scene cues with an attention manipulation. Cortical areas in higher visual cortex are strongly modulated by attention. For example, withdrawing attention from face stimuli results in a 75% reduction in activity in face-selective brain areas in comparison to attending to faces [3]. Similarly, up to a 50% reduction in the fMRI signal occurs in shape-selective lateral occipital regions when attention is removed from the shape-related stimuli and focused on a demanding central fixation task [4].

To measure the effect of attention on the spatial distribution of activity in V1, each subject performed two tasks. In the attend-to-ring condition, attention was directed to the ring by asking subjects to detect a flickering pause of the 3D ring. In the attend-to-fixation condition, the focus of spatial attention was narrowed to minimize the perception of the 3D scene. Subjects were asked to perform a very demanding fixation task in which they needed to press one of two buttons to indicate the luminance change (increase or decrease) of the fixation point as soon as possible.

We found that the spatial distribution of V1 activity induced by the far ring was shifted towards a more eccentric representation of the visual field, while that induced by the close ring was shifted towards the foveal representation, consistent with their perceptual appearances (Fig. 2). Significantly, the spatial shift in peaks in the fMRI response on the cortical surface for each subject appears to predict the magnitude of each subject’s size illusion. However, this effect was significantly reduced when the focus of spatial attention was narrowed with a demanding central fixation task. These results demonstrated that, with the feedback from higher cortical areas, the retinotopic property of V1 can be significantly modified by 3D context and is consistent with the perceptual appearance of the stimulus. They suggest that V1 could combine the retinal size and the depth of a stimulus to compute its real size.

3 Border ownership representation in V2

Border ownership is a term for the phenomenon that a visual border between two image regions is normally perceived to belong to only one of the regions. Border ownership assignment determines the figure-ground organization in a visual image and it is a critical aspect of object recognition [5,6]. Figure 3 shows an image of an old man and the edge signals generated by applying the Canny edge detector to the image [7]. It illustrates that edge signals are inherently difficult to interpret because of the ambiguity of the edge (border) ownership. For example, the border highlighted in red could be owned by either the foreground (i.e., the old man) or the background. Only after determining that the border belongs to the foreground, our visual system can comprehend the image in a right way. Primate electrophysiological studies [8,9] have shown that neurons in the early visual cortex encode the side to which a border belongs. Human functional imaging studies [10,11] have demonstrated that higher-level visual areas lateral occipital complex (LOC) and fusiform face area (FFA) are sensitive to a change of border ownership, but to date have provided no evidence regarding border ownership selectivity in human early visual cortex.

To study border ownership representation in human early visual cortex, we designed our stimuli (Fig. 4(a)) by modifying a bright/dark square-wave radial grating annulus. In the stimuli, either the bright or dark stripes

Fig. 3 An image of an old man and the edge signals generated by applying the Canny edge detector to the image (adapted from Ref. [7]). It illustrates that edge signals are inherently difficult to interpret because of the ambiguity of the edge (border) ownership.
(sectors of a disk) are slightly longer in the radial direction, both inward and outward. This provides contextual information that causes the borders between the bright and the dark stripes to appear to belong to either the bright stripes or the dark stripes, respectively. Although the image difference (the contextual information) between the two stimuli is very small, it dramatically changes the border ownership of locally identical edges along the edges of the stripes. With these two stimuli, we attempted to address three specific questions: 1) Are neurons in human early visual cortical areas selective for border ownership because of contextual modulation? 2) If so, is there any selectivity difference between the striate cortex (V1) and extrastriate cortical areas (e.g., V2)? 3) What is the role of attention in the processing of border ownership?

Because the border ownership selective neurons, if any, are very likely to mix with each other below fMRI spatial resolution, we used fMRI adaptation to overcome this difficulty. In a typical fMRI adaptation experiment, an adapting stimulus is presented that is presumed to adapt the population neurons sensitive to that stimulus. After removal of the adapting stimulus, a test stimulus is presented that is either identical to the adaptor or transformed in some dimension (e.g., orientation). If the fMRI signal is larger for the transformed stimulus as compared with the identical stimulus, it is inferred that neurons in the region have selective sensitivity to that manipulated dimension because the transformed stimulus is thought to be accessing a separate, unadapted neural population. fMRI adaptation is especially useful for exploring the neuronal selectivity of a subpopulation of neurons within an imaging voxel. For example, neurons in human early visual cortex (e.g., V1) tuned to different orientations are mixed within individual voxels and they cannot be resolved spatially by standard fMRI techniques, which makes fMRI adaptation necessary for studying orientation representation. Fang et al. [12] found that, after adaptation to an oriented pattern, the fMRI response in V1 and other early visual areas to a test stimulus was proportional to the angular difference between the adapting and test stimuli. In a separate psychophysical adaptation experiment, they measured contrast detection thresholds after adaptation and found that the fMRI signal in V1 closely matched the psychophysically derived contrast detection thresholds.

In this study, subjects were instructed to adapt to one of the two stimuli in Fig. 4(a). After adaptation, one of the two stimuli was briefly presented as a test stimulus. Regions of interest (ROI) in V1 and V2 were defined as areas that responded more strongly to the flickering ring (Fig. 4(b)) than to the blank screen. Blood oxygenation level-dependent (BOLD) signals from the ROIs were extracted and analyzed. According to the logic of fMRI adaptation, if a cortical area could represent border ownership, the area should have a higher signal response to the test stimulus when the adapting and the test stimuli are different than when they are the same. The larger the differential response, the stronger the adaptation effect. To address the third question, we used two distinct attentional tasks to examine how manipulating attention modulates the border ownership selectivity of early cortical areas. Subjects were asked to attend to either the stimulus or a fixation point.

We found that border ownership selectivity in V2 was robust and reliable across subjects, and it was largely dependent on attention (Fig. 4(c)) [13]. Our study provides the first human evidence that V2 is a critical area for the processing of border ownership and that this processing depends on the modulation from higher-level cortical areas. Consistent with previous studies [14], our results suggest that neurons in early visual cortex integrate the image context far beyond the classical receptive field, and add weight to the claim that high-level visual computations and representations involve neural activity in early visual cortex [7].

4 Neural processing of partially occluded face

Great strides have been made in understanding the
neural mechanisms of visual object recognition [15,16]. So far, object recognition has been studied mainly using individual objects presented alone. However, visual objects rarely occur in isolation in natural scenes. It is common for one object to occlude another object in natural images. A striking ability of human vision is the recognition of objects even when the sensory information specifying objects is optically incomplete due to occlusion. We have little difficulty completing occluded objects and seeing whole, uninterrupted objects.

How object completion is implemented in the visual cortex remains elusive. Evidence from human brain imaging studies suggest that (only) high-level visual areas selective for objects are likely candidates to mediate the operation of object completion effects [17–19]. However, psychophysical and electrophysiological studies suggest that early visual cortical areas also play an important functional role in object completion [20–22]. The discrepancy could be due to sluggish temporal response of the fMRI method. In the fMRI studies by Lerner et al. [23] and Hegde et al. [18], occluded objects were presented for hundreds of milliseconds. This completion-related activation in object selective areas as detected by fMRI might have reflected the perceptual consequence of object completion, rather than the process of object completion.

Psychophysical and event-related potential (ERP) studies have shown that object completion is not instantaneous; instead, it manifests its effect within a temporal window shortly after stimulus onset [24,25]. In this study, we attempted to investigate the temporal evolution of face completion at different levels of the visual hierarchy. To circumvent the low temporal resolution deficit of the fMRI method, we used a backward masking paradigm to present occluded faces with various durations, which rendered it possible to interrupt the visual processing of occluded faces and follow in some detail the temporal evolution of face completion [26,27].

Visual stimuli were constructed by presenting identical face fragments stereoscopically either behind or in front of a textured occluder (Fig. 5). In the first condition, the stimuli were perceptually completed and organized into a coherent face. In the second condition, they were perceived as disjoint face fragments hovering above the textured occluder [5,29]. In the psychophysical experiment and the fMRI experiment, by contrasting subjects’ behavioral and BOLD responses in these two conditions, we measured the psychophysical time course of the face completion and its underlying cortical dynamics.

A face stimulus was presented with duration of 50, 150, 250, 350, or 450 ms, followed by a 300 ms mask. Subjects pressed one of the two response keys to indicate the view direction of the face stimulus, either left or right. The performance in the first condition, compared to the second condition, can be taken as a measure of face completion. When the performance in the first condition is better than that in the second condition, we attribute this to face completion. When the performance in the first condition is no better than that in the second condition, we take this to mean that face completion has not occurred. The extent of face completion as a function of stimulus duration was measured and defined as the time course of face completion [24]. We found that the face completion started to manifest its effect after 50 ms. To investigate when face completion terminated, we compared the performance at different duration conditions. Our data show that subjects’ performance in the first condition saturated at 250 ms and suggest that face completion terminated before 250 ms. Overall psychophysical data suggested that face completion took effect between 50 ms and 250 ms after stimulus onset.

Fig. 5 Neural processing of partially occluded face consists of two synergetic phases: early suppression in early visual areas (e.g., V1) and late enhancement in later visual areas (e.g., FFA) (adapted from Ref. [28]).
fMRI results showed that V1 and V2 responded stronger in the second condition than in the first condition at short durations (50 and 150 ms), while occipital face area (OFA) and FFA responded stronger in the first condition than in the second condition at long durations (250 and 350 ms) (Fig. 5) [28]. These data provide evidence that both early visual cortical areas (V1 and V2) and high-level face selective areas (OFA and FFA) were involved in face completion, but they responded at different temporal phases with opposite activation patterns. Early suppression in early visual areas might be involved in figure-ground segmentation and late enhancement in higher visual areas might be related to perceptual grouping and face recognition. We also show that, when attention was directed to do a very demanding fixation task, all these effects were abolished, which demonstrated that attention was necessary to these neural events.

5 From image understanding to simulating human saccadic scanpaths on natural images

Human saccade is an important kind of eye movement to obtain visual information. In a highly dynamic and cluttered world, to acquire visual information efficiently and rapidly, it is important for our brain to decide not only where we should look at, but also the sequence of fixations. Indeed, both of them are essential for us to understand human saccadic behavior. We propose a computational model to simulate human saccadic scanpaths on natural images. Investigating this topic is not only helpful in understanding the computational aspects of visual perception, but also beneficial to many important applications such as image and video compression, object detection, and web-page design.

Our saccade model integrates three factors that drive human attention reflected by eye movements: reference sensory responses, fovea-periphery resolution discrepancy, and visual working memory. Figure 6 shows the framework of the proposed model [30]. The three modules highlighted with a grey-blue background are the key factors.

1) The reference sensory responses of an image are multi-band filter responses of sparse coding functions extracted from the stimuli. They are considered as a representation of the raw input signal and serve as the reference information in the proposed system. Neurophysiological evidence shows that the receptive fields of neurons in V1 are similar to sparse codes learned from natural images [31].

2) The fovea-periphery resolution discrepancy provides detailed information around a fixation location, but coarse information in periphery. This information discrepancy directly leads to sequential fixation transitions. In Fig. 6, a foveal image at fixation $Q_t$ is generated and multi-band filter response maps of this foveal image are extracted.

3) Visual working memory retains perceptual information for a certain period of time and inhibits immediate return of attention. The content in working memory is also represented with multi-band filter response maps. To simulate the decay of working memory, we multiply the filter response maps in the memory with a forgetting factor $\varepsilon$ ($0 \leq \varepsilon \leq 1$). We update visual working memory by taking the maximal filter response values of the foveal image filter responses and the current decayed filter responses in the memory at each location. The resulted filter responses encode the so far obtained perceptual information of the scene in the brain.

Then, by subtracting the updated filter response maps in the working memory from the reference sensory responses, we obtain multi-band residual filter response maps. This simulates the dynamic interaction among the three factors along with eye movements. Consequently,

---

Fig. 6 The proposed framework for our dynamic attention model (adapted from Ref. [30]).
we compute the site entropy rate (SER) \[32\] on residual filter response maps to obtain a residual perceptual information (RPI) map. The resulted RPI map represents the spatial distribution of the discrepancy between the amount of information stored in the brain and that contained in input stimulus. To pursue the maximal amount of “new” information of the scene and reduce this perceptual discrepancy, according to the information maximization principle, we choose the spot of the maximal SER value as the next fixation \(Q_{t+1}\), and then start the next iteration.

To test the performance of the proposed model, we collected human eye movement data from a natural image dataset, and compare scanpaths generated by our model and two other approaches against the eye movement data in two aspects. One is the dynamic aspect of saccades such as fixation orders. The other is the static property of scanpaths such as fixation spatial densities. We randomly collected a dataset of 20 color images from the Internet including natural scenes, street and buildings, indoor images, etc. Eye movement data were collected from 24 subjects with this dataset using a high-speed SMI eye-tracker with a 500 Hz sampling rate. Subjects were positioned 0.53 m away from a 21-inch CRT monitor. The images were presented in a random order. Each was displayed for 3 s and followed by a blank screen for 1 s. A cross was placed at the center of the blank screen to engage the first fixation at the center of the images. The subjects were given no particular instruction except asking them to observe the images.

Itti and colleagues propose a scanpath generation method from static saliency maps based on winner-takes-all (WTA) and inhibition-of-return (IoR) regulations \[33–35\], which is the most referred method in literature as far as we know. Hence, we compare our model with Itti et al.’s approach. Moreover, to demonstrate that the advantage of the proposed model does come from incorporating the dynamic process of information pursuit, we substitute the static saliency computation module in Itti et al.’s work \[33\] with Wang et al.’s static saliency model \[32\], but still using the WTA and IoR regulations, then we compare generated scanpaths by our method and by the updated model of Wang et al.’s \[32\].

When simulating eye movements, we first decide the length of the scanpath for an image. The length is sampled from the statistics of eye movement data on that image (usually 8 to 10 fixations). Then, we generate three fixation sequences of that length using our model, Itti et al.’s model \[33\] and Wang et al.’s model \[32\], respectively. To quantitatively compare the stochastic and dynamic scanpaths of varied lengths, we propose to employ time-delay embedding, which has been used widely in the study of dynamical systems \[36\]. Specifically, we divide scanpaths into pieces of length \(k\) ranging from 2 to 5, and use two distance measures: 1) Hausdorff distance (H-Distance) and 2) the mean minimal distance (MM-Distance), to evaluate the scanpaths generated by different models and human data. The smaller such a distance, the closer/more similar to human scanpath, thus a better prediction. Figures 7(a) and 7(b) show comparison results between our model and the other two methods in terms of the Hausdorff distances and the mean minimal distances, respectively. We compare scanpaths at different lengths \(k = 2\) to 5. From the comparison results, we can see that our model performs better in simulating the dynamics of saccadic scanpaths.

![Fig. 7 Comparison results between different models using Hausdorff distance (a) and the mean minimal distance (b) at different scanpath length \(k\) (adapted from Ref. \[30\]).](image)

We also compare our model with Itti et al.’s \[33\] and Wang et al.’s \[32\] static saliency model using ROC areas. ROC areas are generated by classifying the locations in a saliency map into fixations and non-fixations with varying quantization thresholds \[37\]. The larger the ROC area is, the better prediction the model makes. The results show that the ROC area in our model is 0.7183, which is higher than Itti et al.’s (ROC area = 0.6706) and Wang et al.’s (ROC area = 0.7081) models, indicating that our model predicts human fixations more accurately than these two models.

In summary, we propose a computational model to simulate human saccadic scanpaths on natural images without a specific task based on the principle of information maximization. The proposed model identifies and integrates three important factors as the driving forces...
to guide eye movements based on a coherent multi-band sparse code filter response representation. The computational model embodies several well-known psychological phenomena, such as center-surround saliency, inhibition of return, the forgetting effect of working memory, etc. Extensive experiments show the advantage of the proposed model in predicting human saccadic scanpaths on natural images.

6 Conclusion

This paper reviews our recent finding on the functions of human early visual cortex in image understanding. These findings demonstrate that human early visual cortex not only perform local feature analyses, but also contribute significantly to high-level visual computation with assistance of attention-enabled cortical feedback. Furthermore, we show that a biologically plausible attention model can well predict human scanpaths on natural images.
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