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OXFORD LIBRARY OF PSYCHOLOGY

'The Oxford Library of Psychology, a landmark series of handbooks, is published
by Oxford University Press, one of the world’s oldest and most highly respected
publishers, with a tradition of publishing significant books in psychology. The
ambitious goal of the Oxford Library of Psychology is nothing less than to span a
vibrant, wide-ranging field and, in so doing, to fill a clear market need.

Encompassing a comprehensive set of handbooks, organized hierarchically, the
Library incorporates volumes at different levels, each designed to meet a distinct
need. At one level are a set of handbooks designed broadly to survey the major
subfields of psychology; at another are numerous handbooks that cover impor-
tant current focal research and scholarly areas of psychology in depth and detail.
Planned as a reflection of the dynamism of psychology, the Library will grow and
expand as psychology itself develops, thereby highlighting significant new research
that will impact on the field. Adding to its accessibility and ease of use, the Library
will be published in print and, later on, electronically.

The Library surveys psychology’s principal subfields with a set of handbooks
that capture the current status and future prospects of those major subdisciplines.
The initial set includes handbooks of social and personality psychology, clinical
psychology, counseling psychology, school psychology, educational psychology,
industrial and organizational psychology, cognitive psychology, cognitive neuro-
science, methods and measurements, history, neuropsychology, personality assess-
ment, developmental psychology, and more. Each handbook undertakes to review
one of psychology’s major subdisciplines with breadth, comprehensiveness, and
exemplary scholarship. In addition to these broadly conceived volumes, the Library
also includes a large number of handbooks designed to explore in depth more spe-
cialized areas of scholarship and research, such as stress, health and coping, anxiety
and related disorders, cognitive development, and child and adolescent assess-
ment. In contrast to the broad coverage of the subfield handbooks, each of these
latter volumes focuses on an especially productive, more highly focused line of
scholarship and research. Whether at the broadest or most specific level, however,
all of the Library handbooks offer synthetic coverage that reviews and evaluates
the relevant past and present research and anticipates research in the future. Each
handbook in the Library includes introductory and concluding chapters written
by its editor to provide a roadmap to the handbook’s table of contents and to offer
informed anticipations of significant future developments in that field.

An undertaking of this scope calls for handbook editors and chapter authors
who are established scholars in the areas about which they write. Many of the
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nation’s and world’s most productive and best-respected psychologists have agreed to edit Library
handbooks or write authoritative chapters in their areas of expertise.

For whom has the Oxford Library of Psychology been written? Because of its breadth, depth, and
accessibility, the Library serves a diverse audience, including graduate students in psychology and
their faculty mentors, scholars, researchers, and practitioners in psychology and related fields. Each
will find in the Library the information they seek on the subfield or focal area of psychology in
which they work or are interested.

Befitting its commitment to accessibility, each handbook includes a comprehensive index, as
well as extensive references to help guide research. And because the Library was designed from its
inception as an online as well as print resource, its structure and contents will be readily and ratio-
nally searchable online. Furthermore, once the Library is released online, the handbooks will be
regularly and thoroughly updated.

In summary, the Oxford Library of Psychology will grow organically to provide a thoroughly
informed perspective on the field of psychology, one that reflects both psychology’s dynamism
and its increasing interdisciplinarity. Once published electronically, the Library is also destined to
become a uniquely valuable interactive tool, with extended search and browsing capabilities. As
you begin to consult this handbook, we sincerely hope you will share our enthusiasm for the more
than 500-year tradition of Oxford University Press for excellence, innovation, and quality, as exem-
plified by the Oxford Library of Psychology.

Peter E. Nathan
Editor-in-Chief
Oxford Library of Psychology

viii OXFORD LIBRARY OF PSYCHOLOGY

Chia02303150US_Book.indb 8 @ 7/28/2015 1:27:11 AM



OUP UNCORRECTED PROOF - FIRSTPROOFS, Tue Jul 28 2015, NEWGEN

ABOUT THE EDITORS

Joan Y. Chiao

Joan Y. Chiao is Director of the International Cultural Neuroscience
Consortium, an international, interdisciplinary organization dedicated to advanc-
ing theory and methods in cultural neuroscience to address issues in culture and
health. She received her Ph.D. in psychology from Harvard University and her
B.S. with honors in symbolic systems from Stanford University. Her research is in
social affective and cultural neuroscience, examining how race, culture, and social
status affect the human mind, biology, and behavior. She serves on the edito-
rial board of several journals, such as Social Cognitive and Affective Neuroscience,
Social Neuroscience, Journal of Personality and Social Psychology, and Culture and
Brain. She receives grant support from the National Science Foundation, National
Institutes of Health, and the Japan Society for Promotion of Science.

Shu-Chen Li

Shu-Chen Li is Professor at TU Dresden (Technische Universitit Dresden)
in Germany. She holds the Chair for Lifespan Developmental Neuroscience in
the psychology department. She is also an adjunct research scientist at the Max
Planck Institute for Human Development in Berlin, Germany. The research in
her lab utilizes an integrated array of theoretical, computational, and experi-
mental approaches to investigate developmental and individual differences in
brain—behavioral relations across the lifespan.
Rebecca Seligman

Rebecca Seligman isa medical and psychological anthropologist at Northwestern
University who focuses on transcultural psychiatry, or the study of mental health
in cross-cultural perspective. Her research interests involve critical examination of
the social and political-economic forces that affect the experience and distribu-
tion of mental and physical illness, with an emphasis on the physical processes and
mechanisms through which such forces become embodied. She is interested in the
relationships of stress, social disadvantage, and cultural models of selthood to out-
comes such as post-traumatic stress disorder, dissociation, somatization, diabetes,
and depression. She is also exploring current neurobiological research concerning
these phenomena. Her past research has explored the connection between men-
tal health and religious participation in northeastern Brazil. Her recent publica-
tions include a book titled Possessing Spirits and Healing Selves: Embodiment and
Transformation in an Afro-Brazilian Religion.

Chia02303150US_Book.indb 9 @ 7/28/2015 1:27:11 AM



OUP UNCORRECTED PROOF - FIRSTPROOFS, Tue Jul 28 2015, NEWGEN

Robert (Bob) Turner

Robert (Bob) Turner has played a key role in the invention of actively shielded
gradient coils used widely in MRI; the development of diffusion-weighted imag-
ing of human brain, which allows assessment of brain connectivity and evalua-
tion of stroke damage; and the discovery of functional MRI by measurement of
the effects of blood oxygenation changes. As a Max Planck Institute Director in
Leipzig, Germany, he was engaged in the discovery of native cortical anatomical
maps of individual living human brains using ultra-high-field MRI. He has pub-
lished more than 220 scientific papers in a broad range of disciplines, and he is
currently Director Emeritus of the Neurophysics Department at the Max Planck
Institute for Human Cognitive and Brain Sciences, Leipzig (see http://www.cbs.
mpg.de/stafl/turner-10649), where he leads a major program of investigation into
the functional anatomy of the human brain using ultra-high-field strength MRI.
He is also Honorary Professor at the universities of Amsterdam and Nottingham.

X ABOUT THE EDITORS

Chia02303150US_Book.indb 10 @ 7/28/2015 1:27:11 AM



\
OUP UNCORRECTED PROOF - FIRSTPROOFS, Tue Jul 28 2015, NEWGEN

ACKNOWLEDGMENTS

The Oxford Handbook of Cultural Neuroscience represents the first collection of
scholarly contributions from the International Cultural Neuroscience Consortium
(ICNC), an interdisciplinary group of scholars from epidemiology, anthropol-
ogy, psychology, neuroscience, genetics, and psychiatry dedicated to advancing
an understanding of culture and health using theory and methods from cultural
neuroscience. The Handbook is intended to introduce future generations of schol-
ars to foundations in cultural neuroscience and population health disparities, and
to equip them to address the grand challenges in global mental health in the
twenty-first century.

The volume editors would like to thank Dr. Bill Elwood (NIMH) for his pro-
grammatic support of ICNC scholars. We recognize the early career research
accomplishments of ICNC Student Travel Awardees including Brandon Ng
(University of Virginia), Desiree Phua (Nanyang Technological University),
Yi Huang (South China Normal University), Yang Qu (University of Illinois,
Urbana-Champaign), Alexandria West (York University), and Xiao-Fei Yang
(University of Southern California). We warmly thank Brian Lai, Alissa Mrazek,
Narun (Non) Pornpattananangkul, and Vernon Smith for their assistance with
conference organization; Kylah Eagan, Tomeka Bolar, and Patricia Reese for their
administrative support; and Mark Schurgin for his technical assistance. We thank
the Cells to Society Program at Northwestern University’s Institute for Policy
Research for their co-sponsorship with the National Institutes of Health OppNet
Program. We are grateful to the editors from Oxford University Press for their
editorial guidance.

Joan'Y. Chiao
Shu-Chen Li
Rebecca Seligman
Robert Turner

xi

Chia02303150US_Book.indb 11 @ 7/28/2015 1:27:11 AM



|
OUP UNCORRECTED PROOF — FIRSTPROOFS, Tue Jul 28 2015, NEWGEN

Chia02303150US_Book.indb 12 @ 7/28/2015 1:27:11 AM



OUP UNCORRECTED PROOF - FIRSTPROOFS, Tue Jul 28 2015, NEWGEN

CONTRIBUTORS

B. Lynn Beattie
Division of Geriatric Medicine
Department of Medicine
National Core for Neuroethics
University of British Columbia
Vancouver, British Columbia

Jessica M. Benson
Psychology Department
Rutgers University
Newark, New Jersey

Lindsey Bruce
National Core for Neuroethics
University of British Columbia
Vancouver, British Columbia

Beatrice H. Capestany
Department of Psychology
Duke University
Durham, North Carolina

Chuansheng Chen
Department of Psychology
University of California, Irvine
Irvine, California

Chunhui Chen
Department of Psychology
University of California, Irvine
Irvine, California

Bobby K. Cheon
Division of Strategy, Management

and Organization

Nanyang Business School
Singapore

Joan Y. Chiao
Department of Psychology
Northwestern University
Evanston, Illinois

Suparna Choudhury
Department of Psychiatry
McGill University

Chia02303150US_Book.indb 13

Montreal, Quebec
George I. Christopoulos
Division of Strategy, Management
and Organization
Nanyang Business School
Singapore
Jessica J. Connelly
Department of Medicine
University of Virginia
Charlottesville, Virginia
Beatrice de Gelder
Department of Cognitive Neuroscience
Maastricht University
Maastricht, The Netherlands
Steven M. Demorest
Department of Music
University of Washington
Seattle, Washington
Qi Dong
Department of Psychology
Beijing Normal University
Beijing, China
Greg Downey
Department of Anthropology
Macquarie University
Sydney, NSW, Australia
Emily Dwosh
National Core for Neuroethics
University of British Columbia
Vancouver, British Columbia
Andrew J. Fuligni
Department of Psychology
University of California, Los Angeles
Los Angeles, California
Adriana Galvin
Department of Psychology
University of California, Los Angeles
Los Angeles, California

xiii

7/28/2015 1:27:11 AM



OUP UNCORRECTED PROOF - FIRSTPROOFS, Tue Jul 28 2015, NEWGEN

Angela Gutchess
Department of Psychology
Brandeis University
Waltham, Massachusetts
Shihui Han
Department of Psychology
Peking University
Beijing, China
Tokiko Harada
Department of Cerebral Research
National Institute for Physiological
Sciences
Okazaki, Japan
Lasana T. Harris
Department of Psychology
Duke University
Durham, North Carolina
Ying-yi Hong
Division of Strategy, Management
and Organization
Nanyang Business School
Singapore
Sarah Huff
Department of Psychology
University of Michigan
Ann Arbor, Michigan
Tetsuya lidaka
Department of Psychiatry
Nagoya University
Nagoya, Japan
Judy Illes
Department of Neurology
National Core for Neuroethics
University of British Columbia
Vancouver, British Columbia
Mary Helen Immordino-Yang
Department of Education
University of Southern California
Los Angeles, California
Heejung S. Kim
Department of Psychology
University of California,
Santa Barbara
Santa Barbara, California
Laurence J. Kirmayer
Department of Psychiatry
McGill University
Montreal, Quebec

Xiv CONTRIBUTORS

Chia02303150US_Book.indb 14

Jessica LeClair
Department of Psychology
University of California, Santa Barbara
Santa Barbara, California
Xuemei Lei
Department of Psychology
Beijing Normal University
Beijing, China
Yina Ma
Department of Psychology
Peking University
Beijing, China
Joanna Maselko
Department of Psychiatry and Behavioral
Sciences
Duke Global Health Institute
Duke University
Durham, North Carolina
Vani A. Mathur
Department of Psychiatry and Behavioral
Sciences
Johns Hopkins University
Baltimore, Maryland
James P. Morris
Department of Psychology
University of Virginia
Charlottesville, Virginia
Steven J. Morrison
Department of Music
University of Washington
Seattle, Washington
Robert K. Moyzis
Department of Medicine
University of California, Irvine
Irvine, California
Michio Nomura
Department of Education
Kyoto University
Kyoto, Japan
George Northoff
Department of Psychiatry
University of Ottawa Institute of Mental
Health Research
Ottawa, Ontario
Joni Y. Sasaki
Department of Psychology
York University
Toronto, Ontario

7/28/2015 1:27:11 AM



Rebecca Seligman
Department of Anthropology
Northwestern University
Evanston, Illinois
Dan J. Stein
Department of Psychiatry
University of Cape Town
Cape Town, South Africa
Shaun Stevenson
National Core for Neuroethics
University of British Columbia
Vancouver, British Columbia
Jingzhi Tan
Postdoctoral Associate
Department of Evolutionary
Anthropology and Center
for Advanced Hindsight
Duke University
Durham, North Carolina
Eva H. Telzer
Department of Psychology
University of Illinois at
Urbana—Champaign
Champaign, Illinois

Chia02303150US_Book.indb 15

OUP UNCORRECTED PROOF - FIRSTPROOFS, Tue Jul 28 2015, NEWGEN

Phillipe N. Tobler
Department of Economics
University of Zurich
Zurich, Switzerland

Jack van Honk
Department of Psychology
Utrecht University
Utrecht, Netherlands

Elisabeth Huis in ‘t Veld

Alexandria L. West
Department of Psychology
York University
Toronto, Ontario

Charles Whitehead
Socialmirrors.org

Lawrence H. Yang
Department of Epidemiology
School of Public Health
Columbia University
New York, New York

CONTRIBUTORS

AQ: Please
provide
missing

affiliation.

7/28/2015 1:27:11 AM



|
OUP UNCORRECTED PROOF — FIRSTPROOFS, Tue Jul 28 2015, NEWGEN

Chia02303150US_Book.indb 16 @ 7/28/2015 1:27:11 AM



OUP UNCORRECTED PROOF - FIRSTPROOFS, Tue Jul 28 2015, NEWGEN

CONTENTS

Introduction  xix

Part One ¢ Conceptual and Methodological Issues
in Cultural Neuroscience

1. Locating Culture in the Brain and in the World: From Social Categories
to the Ecology of Mind 3
Rebecca Seligman, Suparna Choudhury, and Laurence J. Kirmayer

2. Cultural Neuroscience and Neurophilosophy: Does the Neural Code Allow
for the Brain’s Enculturation? 21
George Northoff

3. Sensory Enculturation and Neuroanthropology: The Case
of Human Echolocation 41
Greg Downey

4. Health, Development, and the Culture-Ready Brain 57
Charles Whitehead

5. Culture as a Response to Uncertainty: Foundations of Computational
Cultural Neuroscience 81

George I. Christopoulos and Phillipe N. Tobler

Part Two ¢ Cultural Neuroscience of Emotion

6. Cultural Values Modulate Emotional Processing in Human Amygdala 107
Tetsuya lidaka and Tokiko Harada

7. Genes, Brain, and Culture Through a 5-HTT Lens 121
Michio Nomura

8. Embodied Brains, Social Minds: Toward a Cultural Neuroscience
of Social Emotion 129
Mary Helen Immordino-Yang

9. Cultural Neuroscience in South Africa: Promises and Pitfalls 143
Dan J. Stein, Joan Y. Chiao and Jack van Honk

Part Three ¢ Cultural Neuroscience of Cognition

10. Cross-Cultural Differences in Memory 155
Angela Gutchess and Sarah Huff

xvii

Chia02303150US_Book.indb 17 @ 7/28/2015 1:27:11 AM



OUP UNCORRECTED PROOF - FIRSTPROOFS, Tue Jul 28 2015, NEWGEN

11. When Culture Informs Neuroscience: Considerations for Community-Based
Neurogenetics Research and Clinical Care in a First Nation Community With Early
Onset Familial Alzheimer Disease 171
Shaun Stevenson, Lindsey Bruce, Emily Dwosh, B. Lynn Beattie, and Judy Illes

12. Quantifying Culture: The Cultural Distance Hypothesis of Melodic Expectancy 183
Steven M. Demorest and Steven . Morrison

Part Four ¢ Cultural Neuroscience of Social Cognition

13. Cultural Neuroscience Studies of the Self-Reflection 197
Shihui Han and Yina Ma

14. Identifying a Cultural Resource: Neural Mechanisms Underlying Familial
Influence on Adolescent Risk Taking 209
Eva H. Telzer, Andrew J. Fuligni, and Adriana Galvdn

15. Cultural Differences in Emotional Expressions and Body Language 223
Beatrice de Gelder and Elisabeth Huis in 't Veld

Part Five ¢ Cultural Neuroscience of Intergroup Processes
16. How Next-Generation Neuroscience Technologies Can Facilitate Comparison Across
Cultural Contexts and Species: Implications for Global Health 237
Lasana T. Harris, Jingzhi lan, and Beartrice Capestany
17. The Cultural Neuroscience of Intergroup Bias 249
Bobby K. Cheon and Ying-yi Hong
18. Cultural Neuroscience of Pain and Empathy 271
Joan Y. Chiao and Vani A. Mathur

Part Six © Culture and Genetics

19. The Gene—Culture Interaction Framework and Implications for Health 279
Joni Y. Sasaki, Jessica LeClair, Alexandria L. West, and Heejung S. Kim

20. Epigenetics and Social Behavior 299
Jessica J. Connelly and James P Morris

21. The Encultured Genome: Molecular Evidence for Recent Divergent Evolution

in Human Neurotransmitter Genes 315
Chuansheng Chen, Robert K. Moyzis, Xuemei Lei, Chunhui Chen, and Qi Dong

Part Seven ¢ Linking Population Health Disparities and Cultural Neuroscience
22. The Role of Culture in Population Mental Health: Prevalence of Mental Disorders Among
Asian and Asian American Populations 339
Lawrence H. Yang and Jessica M. Benson
23. Culture, Genes, and Socioemotional Neurodevelopment: Searching for Clues
to Common Mental Disorders 355
Joanna Maselko

Index 371

xviii CONTENTS

Chia02303150US_Book.indb 18 @ 7/28/2015 1:27:11 AM



OUP UNCORRECTED PROOF - FIRSTPROOFS, Tue Jul 28 2015, NEWGEN

INTRODUCTION

Cultural neuroscience is a research field that has made notable theoretical and
empirical advances in the cultural and biological sciences within the past decade.
Scholars from anthropology, psychology, neuroscience, and genetics have collab-
oratively and independently gained novel insights into the mutual constitution
of culture and biology. Research in cultural neuroscience addresses fundamental
questions such as “where does human diversity come from?” and “how are cul-
turally patterned behaviors and beliefs reflected in patterns of neural function?”
By investigating how culture and genes co-shape the human brain and behavior,
cultural neuroscientists are discovering both generalizable and culturally specific
mechanisms of the mind, brain, and behavior. Empirical progress in cultural neu-
roscience can contribute to research efforts that address questions at the intersec-
tions of culture and health, including those related to the etiologies of population
health disparities.

Cultural Neuroscience and Health: Closing the Gap
in Population Health Disparities

Notable developments within the field of cultural neuroscience have contrib-
uted to the formulation of the Oxford Handbook of Cultural Neuroscience. In 2011,
the National Institutes of Health OppNet Program led by Dr. Bill Elwood funded
the development of an International Cultural Neuroscience Consortium (ICNC).
Founded in 2011 by Dr. Joan Chiao (Northwestern University) and Dr. Shinobu
Kitayama (University of Michigan), the goal of the ICNC is to create and sustain
an international, interdisciplinary community of scientists working on the accel-
eration, expansion, and strengthening of the scope of investigation in the field of
cultural neuroscience. A second goal of the ICNC is to provide a research infra-
structure for teams of scientists to address questions central to culture and health,
particularly global mental health and population health disparities, with theory
and methods from cultural neuroscience.

One of the specific aims of the ICNC is to host international conferences that
bring together interdisciplinary scholars to address research theory and methods in
cultural neuroscience and health. The first conference held in 2013 at the Hilton
Orrington and Northwestern University in Evanston, Illinois was organized
by Dr. Edith Chen (Northwestern University), Dr. Joan Chiao (Northwestern
University), Dr. Shu-Chen Li (Technische Universitaet Dresden), Dr. Rebecca
Seligman (Northwestern University), and Dr. Robert Turner (Max Planck
Institute for Neurophysics). The theme of the three-day meeting was “Cultural
Neuroscience and Health: Closing the Gap in Population Health Disparities.”
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Highlights from the scientific program include the Keynote Lecture of Dr. Pamela
Collins (NIMH) “Crossing Borders for Mental Health: Global Cooperation in
Research” and the evening lecture of Dr. Robert Turner (Max Planck Institute for
Neurophysics) on “Brain and Culture: The Mutual Bootstrap.” The contributions
in this Handbook reflect the scholarly work of contributors at the conference and
future directions regarding an agenda for research and pedagogy at the intersec-
tion of cultural neuroscience and health.

Organization of the Handbook

The Oxford Handbook of Cultural Neuroscience is a scholarly collection of twenty-three
chapters organized into seven parts. The chapters provide a comprehensive overview of
research approaches in cultural neuroscience and population mental health.

Part I introduces the conceptual and methodological issues in cultural neuro-
science. Seligman, Choudhury, and Kirmayer (Chapter 1) review the theoretical
and methodological bases of current cultural neuroscience research and outline
how cultural neuroscience research can contribute to the agenda of social deter-
minants of health by embracing a more nuanced concept of culture. In Chapter 2,
Northoff suggests that the processes underlying “enculturation of brain” and the
cultural dependence of brain activity. Downey (Chapter 3) uses the case study
of human echolocation as an example of the role that cultural neuroscience and
neuroanthropology can play in characterizing the extraordinary range of human
neurodiversity. Whitehead (Chapter 4) reviews the role of the culture-ready brain
in development and evolution. In Chapter 5, Tobler and Christopoulos propose
a theoretical and methodological framework of computational cultural neurosci-
ence as an approach to explaining dynamic cultural phenomena.

Parts II-V consist of reviews of theoretical and empirical advances in cultural
neuroscience. In Part II, four chapters review empirical and conceptual study
of the cultural neuroscience of emotion. lidaka and Harada (Chapter 6) report
empirical investigation of how cultural values modulate emotional processing in
the human amygdala. Nomura (Chapter 7) introduces a novel research agenda
integrating genetic and cultural approaches to the study of serotonergic neural
pathways in Japan. Immordino-Yang (Chapter 8) proposes the examination of
embodiment and the social mind within the cultural neuroscience study of social
emotion. Stein, Chiao, and van Honk (Chapter 9) address the promise and pitfalls
of a cultural neuroscience approach to the study of health in South Africa.

In Part III, three chapters explain approaches to research on the cultural
neuroscience of cognition. Gutchess and Huff (Chapter 10) review theory of
holistic-analytic cognition and its relevance for neurobiological systems of mem-
ory and healthy aging. Stevenson, Bruce, Dwosh, Beattie, and Illes (Chapter 11)
uncover the concept of dementia and wellness in a First Nation community
and ethical considerations in cross-cultural community research. Demorest and
Morrison (Chapter 12) propose the “cultural distance hypothesis of melodic
expectancy” and implications of this hypothesis for quantification of culture.

In Part IV, three chapters survey advances in the cultural neuroscience study
of social cognition. Han and Ma (Chapter 13) review how culture shapes neuro-

biological basis of the self. Telzer, Fuligni, and Galvan (Chapter 14) articulate the

XX INTRODUCTION
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importance of family obligation as a cultural resource for Latinos. De Gelder, and
Huis In’t Veld (Chapter 15) review cultural differences in body language and its
relevance for understanding cultural variation in the social brain.

In Part V, three chapters review cultural neuroscience research on intergroup
processes. Harris, Capestany, and Tan (Chapter 16) theorize how next generation
technologies can facilitate ecologically-valid study of health across cultures and
species. Cheon and Hong (Chapter 17) conceptualize the cultural neuroscientific
study of intergroup processes, including the discovery of gene-environment inter-
action in intergroup relations. Chiao and Mathur (Chapter 18) provide an over-
view of conceptual and empirical approaches to the cultural neuroscience study
of pain and empathy.

Part VI on culture and genetics provides a cutting-edge review of advances in
understanding how culture and genes affect health. Sasaki, LeClair, West, and
Kim (Chapter 19) introduce the gene-culture interaction framework for health
contexts. Morris and Connelly (Chapter 20) propose a novel epigenetic approach
to the neuroscientific study of social behavior. Chen, Moyzis, Chen, and Dong
(Chapter 21) advance the notion of the “enculturated genome” in cultural neuro-
science research and its foundational role in population mental health.

Part VII discusses the rationale for closing the gap in population mental health
disparities and the promise of cultural neuroscience to fulfill this goal. Yang and
Benson (Chapter 22) lead this section with a comprehensive review of the role of
culture in population mental health disparities. Maselko (Chapter 23) expands
the discussion of how culture influences socioemotional development and con-
cludes with potential implications of cultural neuroscience for understanding
mental health disorder.

In the twenty-first century, mental health disorders comprise more than 10%
of the global burden of disease. Yet the lack of effective preventative interventions
and treatments worldwide suggests an urgent need for investment and prioritiza-
tion of resources to study the etiology of global mental health. Conditions of
unequal access to and distribution of resources within and across nations chal-
lenge national and international goals for achieving universal standards of human
health. Cultural neuroscience represents a novel method through which scientists
and public policy experts may discover and create culturally-competent interven-
tions for illness prevention and treatment. By understanding how culture, genes,
and the environment shape mechanisms of mind, brain, and behavior, we gain
greater insight into the etiology, prevention, and treatment of mental health dis-
orders across the globe.

JoanY. Chiao
Shu-Chen Li

Rebecca Seligman
Robert Turner

INTRODUCTION Xxi
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Locating Culture in the Brain and in
the World: From Social Categories to
the Ecology of Mind

Rebecca Seligman, Suparna Choudhury, and Laurence J. Kirmayer

Abstract

health

Cultural neuroscience explores the interplay between the social transmission of knowledge and the
functional organization of the nervous system. However, much current cultural neuroscience simplifies
culture into categories and constructs.The operationalization of culture as categories and traits that
can be measured using questionnaires or priming techniques often lacks cultural validity. Moreover,
treatment of culture as a set of fixed and even hard-wired traits has the potential to reify and
essentialize differences between groups that are better understood as culturally constructed, fluid, and
context-dependent.We argue that culture is better conceived of in terms of interactional processes
rather than categories and demonstrate how a more nuanced understanding of culture in cultural
neuroscience can contribute to an understanding of mind, self, and emotion as embodied, socially
embedded, and situated or enacted in specific contexts, opening up new directions for research with
greater potential relevance to issues of health and social disparity.

Key Words: Culture concept, cultural validity, ecology of mind, social categories, social determinants of

Introduction

Explanations that situate brain and cognitive
function within the social and cultural environment
of the person are increasingly called for from within
neuroscience and psychiatry in order to develop
multilevel theories of disease and their etiologies
(Kendler, 2008; Van Os, Kenis, & Rutten, 2010).
Advances in epigenetics have been especially influ-
endal in fuelling major shifts in scientific think-
ing about the relationship between the body and
its environment (Labonté et al., 2012; McGowan,
2013; Szyf, 2013). Research on epigenetics has
begun to reveal how interactions between the
genome and the environment during the course
of development lead to tissue-specific structural
changes in, for example, the DNA methylation pat-
terns that regulate cellular function. There is com-
pelling evidence, for example, that early parenting

Chia02303150US_Book.indb 3

experiences and social adversity alter the regulation
of stress response systems for the life of the organ-
ism (Fish et al., 2004; McGowan et al., 2009; St.
Sauver et al., 2004; Weaver et al., 2005). Such stud-
ies provide biological evidence that lived experience,
developmental histories, dynamic interactions,
and cultural contexts are all fundamentally bound
up with biological processes as “low level” as gene
expression.

In parallel to these developments in genetics,
social and cultural neuroscience have become the
most rapidly developing areas of cognitive neu-
roscience. While social neuroscience explores the
role of the brain in social interaction processes,
cultural neuroscience investigates how brain func-
tion correlates with cultural variation in a range
of psychological processes, such as empathy and
perspective-taking (Chiao & Immordino-Yang,
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2013; Han et al., 2013). These research fields aim
to operationalize social and cultural contexts of
the person in the laboratory and to contribute
material (embodied, neuronal, and functional)
levels of description to theoretical accounts of
“the social/cultural” (Chiao, 2009). In doing so,
they posit that the human brain is fundamentally
a social brain, adapted for social learning, inter-
action, and the transmission of culture (Emery,
Clayton, & Frith, 2010; Frith & Frith, 2010;
Rizzolatti & Craighero, 2004). Moreover, the
brain’s structural malleability is understood to be
experience-dependent and long-lasting. For cog-
nitive neuroscientists, evidence of genomic and
neural plasticity and the acknowledgment of the
social and cultural contexts of the person in these
fields is a welcome shift. Rather than eliding dif-
ferences in psychologies and their neural instan-
tiations, cultural neuroscience puts at its focus
these differences. For social science and humani-
ties scholars, social and cultural neuroscience at
first sight, offer a new twist to debates about the
longstanding opposition between nature and cul-
ture (Fox Keller, 2009).

As a discipline devoted to investigating the brain
in cultural context, cultural neuroscience in partic-
ular represents a corrective to universalizing trends
in neuroscience. Whereas mainstream neuroscience
often assumes the universality of its findings, cul-
tural neuroscience highlights the idea that cultural
and social environments may be a source of vari-
ability in the functional architecture and activity of
the brain. Cultural neuroscience thus uses the tools
of neuroscience—a rich set of rapidly developing
methods—to conduct research that takes seriously
the notion that human brains are highly responsive
to cultural input. Because they allow collection of
real-time data on neural function, such techniques
represent potent tools for understanding how brains
become encultured (Downey, Lende, & Brains,
2012). In addition, the techniques of neuroscience
currently have immense rhetorical potency within
both scientific and popular contexts as sources of
evidence (Dumit, 2000; Poldrack & Wagner, 2008).
As such, cultural neuroscience has the potential
to produce findings that not only resist but also
actively work against pervasive forms of biological
reductionism (Kirmayer & Gold, 2012).

In addition to its potential to broadly reinforce
contemporary understandings of the plasticity of
human biological systems, cultural neuroscience
also has the potential to truly advance our knowl-
edge of how mind, self, and emotion emerge from

4
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the interaction of culture and brain. Such advances
can open up new directions for research with greater
relevance to issues of health and social disparity.
However, in order to realize this potential, cultural
neuroscience must bring together equally robust
theory and method in both of the areas concerned.
That is, in addition to cutting-edge tools from neu-
roscience, it must also bring cutting-edge tools for
conceptualizing and measuring culture. Simplistic
formulations of culture will not only fail to advance
knowledge but when combined with the persuasive
powers of neuroscience—with its great potential to
influence scientific and popular thought—could
actually promote harmful ideas about the nature of
cultural difference.

The risk for harm is a central concern within an
increasing number of critiques aimed at cultural
neuroscience from scholars outside the discipline.
Broad criticisms have been leveled at the assump-
tions built into many cultural neuroscience studies,
at the failure to address certain kinds of research
questions, and at the kinds of interpretations
offered for many findings (Choudhury & Kirmayer,
2009; Denkhaus & Bos, 2012; Martinez Mateo,
2012; Seligman & Brown, 2010). In particular,
critics have raised concerns about the potential
for cultural neuroscience to actually contribute to
forms of essentialism and biological reductionism
(Denkhaus & Bés, 2012; Martinez Mateo, Cabanis,
Stenmanns, & Krach, 2013). Studies linking par-
ticular groups of people to particular forms of brain
function, critics argue, run the risk of promoting
simplistic ideas about the nature of these differ-
ences, suggesting implicitly that they are somehow
fixed or immutable characteristics of individuals.
Application of such formulations to questions of
health disparity in particular could do more harm
than good because they can easily be interpreted as
evidence of the intractability of such disparities or
used in the service of victim blaming.

Experiments investigating differences in cognitive
processing between cultural groups, largely depen-
dent on functional neuroimaging as a methodology,
have proliferated in recent years, but interpreting
these data to understand how social and cultural
worlds interact with brain structure and function,
and how these in turn produce symptoms psychia-
trists recognize as mental disorder, continues to be
problematic. Despite attempts to objectify cultural
differences or culturally shaped processes through
experimental paradigms, measurements, and com-
parisons, the experimental space itself—from the
task design to interpretation—is pervaded by
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contingencies and choices, and the categories and
concepts are shaped by the wider culture in which
they are studied (Daston & Galison, 2007).

In a recent and especially pointed critique of
cultural neuroscience published in the journal
Frontiers in Human Neuroscience, Martinez Mateo
et al. (2013) argue that the leap in cultural neuro-
science from characterizing cultural differences in
“psychological” tendencies to the treatment of such
differences as biological has not been sufficiently
problematized. However, although the use of bio-
logical evidence to reinforce notions of cultural dif-
ference can be problematic, the idea that cultural and
social factors influence not only peoples’ psycholo-
gies but also their bodies is worth retaining. This
idea has become increasingly important within cul-
tural anthropology where the term “embodiment”
is used to refer to the various ways in which culcure
is inscribed on human bodies. In particular, anthro-
pologists think about embodiment as the process by
which cultural practices, political-economic condi-
tions, and power relations affect bodily experiences
and, through a process of implicit, experiential
learning, come to shape peoples’ bodies (Bourdieu,
1977; Csordas, 1990; Seligman, 2014).

The notion of embodiment has become cen-
tral to the way in which anthropologists conceive
of culture itself. In fact, contemporary anthropo-
logical understandings of culture almost uniformly
include the idea that the practices and enactments
that are central to culture fundamentally shape and
are shaped by human bodies. Yet these notions of
culture emphasize the complex and dynamic nature
of the interchange between individuals, their bod-
ies, and cultural contexts. From this perspective,
the way that specific individuals internalize, engage
with, resist, manipulate, and embody cultural influ-
ences is variable, and it depends on numerous fac-
tors, including interactions among social position
(e.g., gender, socioeconomic status, and age), social
context, and personal history.

Thus, a more complex notion of culture and
of culture—individual interaction necessarily leads
to a more complex understanding of how culture
is embodied, including how brains may be shaped
developmentally and entrained by cultural influ-
ences. Adding complexity to the way that culture
is conceptualized in cultural neuroscience research
can therefore help us avoid the pitfalls of essential-
ism and reductionism while facilitating the ability to
build theory with broad relevance. A more complex
vision of culture will also allow cultural neurosci-
ence to contribute research with greater real-world
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applicability to issues of health and social disparity.
Our goal in this chapter is to help introduce such
an understanding of culture into the field. Our pri-
mary focus is therefore on culture rather than on
the brain.

We begin with an overview of the way in which
culture has typically been conceptualized and oper-
ationalized in cultural neuroscience research, and
we discuss problems of cultural validity in current
research paradigms that hinder the applicability of
findings to research on health disparities. We offer
a more complex vision of culture and describe the
implications of such an understanding for studies
of culture—individual and culture-brain dynamics.
We conclude by describing how a critical approach
within cultural neuroscience, which understands
the brain as fundamentally “situated,” can contrib-
ute to research on health disparities.

Culture in Cultural Neuroscience Research
What do researchers in the field of cultural neu-
roscience mean when they talk about culture and
how is culture typically studied in cultural neuro-
science research? Because published research in the
field often does not include explicit definition of
what is meant by culture, both of these questions
are best answered through an examination of the
way in which culture is represented and measured
within these studies (Denkhaus & Bos, 2012).
To date, most studies that fall under the heading
of cultural neuroscience uniformly use functional
magnetic resonance imaging (fMRI), and to a lesser
extent event-related potential (ERP) technology,
genetic, and neurohormonal markers, in the con-
text of experimental study designs in laboratory set-
tings. The constraints of the methodology (e.g., the
scanning environment of MRI) often mean that the
operationalization of social and cultural processes
is necessarily thin, a proxy chosen to represent
something much more complex. For example, the
reaction time taken by a research subject to choose
between two cartoon faces on a screen in a brain
scanner is taken to reflect the subject’s preference for,
or prejudice against, a person in a real-life scenario.
As such, mainstream approaches have been criti-
cized for their tendency to inappropriately reduce
complex social phenomena to “variables” and to
conceptualize culture as mere “factors” that “modu-
late” cognition (Choudhury & Kirmayer, 2009;
Martinez Matteo, Cabanis, Cruz de Echeverria
Loebell, & Krach, 2011; Roepstorff, 2013).
Studies in cultural neuroscience are most often
designed to look for “cultural” differences in the
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neural correlates of cognitive processes, and both
cognition and culture are modeled in ways that are
amenable to experimental manipulation. Thus, cog-
nitive processes are most often measured with the use
of isolated cognitive tasks, and culture is frequently
modeled through group comparisons. The groups
that are assembled in cultural neuroscience research
often reflect everyday categories of ethnicity. In the
United States, for example, these have been config-
ured in terms of very heterogeneous categories used
in the national census: African American, American
Indian and Alaska Native, Asian American, Latino,
and White. These categories do not work well in
other countries because they reflect the distinctive
history and demography of the United States and
include complex distinctions along lines of language,
ethnicity, and racialized identities. Internationally,
the groups compared in cultural neuroscience typi-
cally reflect broad geographic categories, which
ignore enormous internal diversity in terms of both
ethnicity and other important cultural dimensions
of identity and experience.

It is extremely common, for example, for
cross-national comparisons to be used to represent
culture; that is, comparison of Danish or American
subjects to Chinese or Japanese subjects repre-
sents the cultural variable at work in many studies.
Moreover, comparisons of participants from dif-
ferent nations often serve as a proxy for a broader
contrast between what are understood to be two
large, divergent cultural groups—the East Asian
or “Eastern” and the Euro-American or “Western”
cultures. Because people from multiple nations are
seen to fall into these two broad cultural categories,
a study comparing Japanese and American subjects
and one comparing Danish and Chinese are both
ultimately understood to reveal broad differences
between members of Eastern and Western cultures.
This approach is imported from a long tradition of
cross-national comparisons in cross-cultural psy-
chology that has produced a variety of measures
of cultural difference and some robust findings
(Heine & Ruby, 2010; Kitayama & Uskul, 2011;
Nisbett, 2003; Triandis, 1995).

What is most remarkable about the use of this
East/West comparison is the degree to which it has
come to stand for culture in the field as a whole.
In a review of the literature by prominent cultural
neuroscientists (Han & Northoff, 2008), out of 50!

!'There are many other studies cited in this text, but we
count approximately 50 original studies that fall under the
heading of cultural neuroscience.

6

Chia02303150US_Book.indb 6

@»

original cultural neuroscience studies cited in the
text, all but 2 compared participants from East Asian
versus European countries. Similarly, all 30 of the
original research articles discussed in a recent over-
view of the literature by scholars outside the field
(Denkhaus & Bés, 2012)? used the East Asian versus
Euro-American comparison.’

The pervasiveness of the East/West dichotomy
has had important implications for the way in which
culture is conceptualized in cultural neuroscience as
a whole. First, although there is some acknowledg-
ment from researchers within the field that “Eastern”
and “Western” do not represent homogeneous cul-
tural groups (Han & Northoff, 2008), heavy use of
this broad comparison has acted to obscure cultural
complexity in many studies by smoothing over dif-
ferences across and within the groups of people
compared. Reduction of complexity, in turn, has
facilitated the conceptualization of culture in rather
narrow terms, as broad differences in ideologies and
norms operating at the group level.

In fact, reliance on the East/West rubric has led
to an almost exclusive focus on a specific limited set
of norms and ideologies, which are thought to differ
across these two broad cultural groups. In particu-
lar, there has been intense attention to differences in
what is known as “self-construal,” or whether peo-
ple tend to hold more collectivistic/interdependent
or individualistic/independent orientations toward
self and others. Preference for these two orientations
is understood to fall out along East/West lines, with
people from “Eastern” cultures on average express-
ing more collectivistic/interdependent attitudes
and those from “Western” cultures oriented more
toward individualism/independence. As discussed
further later in the chapter, from an anthropologi-
cal perspective, the vision of culture created by the
focus on differences in these broad norms is one
that is deceptively static and uniform.

To give a sense of the pervasiveness of the
self-construal construct within cultural neurosci-
ence, a full two-thirds of the 30 studies examined
in a review of the literature used it as part of their
research (Denkhaus & Bés, 2012). Such intense
attention to this construct has likely resulted in
part from practical concerns. The construct, which

2The authors of the review selected articles that were cited
by other articles within the cultural neuroscience literature,
based on the premise that these articles could be considered
particularly relevant within the field.

3There was a small amount of overlap between the two
reviews: They included eight of the same studies.
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is drawn from classic research in cross-cultural psy-
chology (Markus & Kitayama, 1991), is associated
with a robust literature demonstrating correla-
tions among self-construal, country of origin, and
numerous other cognitive processes, including what
is known as “holistic” versus “analytic” cognition
(Gutchess & Park, 2006; Nisbett, 2003; Nisbett,
Peng, Choi, & Norenzayan, 2001). Moreover,
user-friendly research instruments for measuring
self-construal style have been well validated and
are widely available (Singelis, 1994). Hence, the
existing theoretical and methodological infrastruc-
ture make this construct easy to build hypotheses
around, easy to apply, and easy to justify.

However, it is also likely that overdependence on
this construct has reinforced reliance on the East/
West rubric, feeding the tendency to focus exclu-
sively on research subjects who fall into these broad
cultural categories. In other words, it seems prob-
able that lack of analogous constructs around which
Latin American, Middle Eastern, or South Asian
“cultures” can be easily compared is one reason why
there has been virtually no cultural neuroscience
research conducted among, for example, Mexican,
Moroccan, or Pakistani participants. The absence
of such a widely accepted construct representing a
cultural trait that is easily compared across groups
may make designing studies among these popula-
tions seem more challenging.

Intentionally or not, however, the narrow focus
on a particular set of questions and participants
communicates something about the kinds of cul-
tural phenomena that are meaningful and of inter-
est. For instance, design of studies around the East/
West,
communicates the idea that studying culture is
about identifying differences between groups of peo-
ple (Denkhaus & Bés, 2012). In effect, only certain
facets of culture are singled out for comparison sim-

interdependent/independent  dichotomies

ply because they reflect salient differences between
the broad groups being compared. In addition, the
characterization of these facets or dimensions is
based on the perspective of the dominant or tacitly
normative group (in this case, Euro-Americans).
The dimensions of culture that are interesting
might look very different from other perspectives.
Moreover, some critics have argued that studies
devoted to establishing differences between the par-
ticular groups of people almost always compared in
cultural neuroscience research invoke both oriental-
ist and Eurocentric worldviews by comparing Asian
“others” to a normative Euro-American standard
(Martinez Mateo et al., 2013). Thus, in addition to
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the potential political implications of this “culture
as difference” paradigm, its implicit messages have
also had a conservative effect on the kinds of studies
that get designed and on the shared vision of culture
operating within the field.

The way in which the self-construal construct is
operationalized has also helped shape how culture is
conceptualized within the field. Individualistic ver-
sus collectivistic orientations are typically modeled as
discrete traits that can be measured in the laboratory
with the use of questionnaires. Statistical differences
between groups in terms of self-construal are then
correlated with differences in neural function associ-
ated with the performance of specific cognitive tasks.
Thus, the “culture” variable in many studies consists
of group-level difference in response to such ques-
tionnaires (Ray etal., 2010; Singelis, 1994). This way
of modeling culture suggests that it is conceptualized
as (1) something that exists primarily in individuals;
(2) something that is similar across all individuals in
a given cultural, ethnic, or geographic group; and
(3) something that is present and expressed in a form
that is relatively fixed and impervious to context. In
other words, this way of operationalizing culture
assumes that peoples’ self-reported orientations on a
questionnaire filled out in the laboratory accurately
represent their relationship to the norms and values
of their culture and, moreover, that an individual’s
relationship to the norms and values of the culture is
equivalent to culture itself.

Thus, on the one hand, use of questionnaires to
measure culture is problematic in the sense that it
effectively reduces culture to a set of mental traits.
On the other hand, compared to the representa-
tion of culture simply in terms of membership in
a national or ethnic group, use of questionnaires to
measure cultural traits is preferable in the sense that
it opens up the possibility of measuring intragroup
variability. This is important because, as cultural
neuroscientists have noted, “Eastern” and “Western”
are far from homogeneous cultural groups (Han &
Northoff, 2008). Thus, although representatives of
these two groups may differ on average in terms of
their performance on self-construal questionnaires,
there will inevitably be variability within, and over-
lap between, groups.

A study by Tetsuya Idaka (see Chapter 6, this
volume), for instance, shows significant variability
within a sample of Japanese participants in terms
of interdependent versus independent orientation,
and these differences are associated with differences
in amygdalar activation in response to an unpleas-
ant image (see similar results in Ma et al., 2013).
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These findings underscore the facts that (1) within
ethnic or national groups there are differences in the
kind of ideological orientation represented by the
self-construal construct, such that some Japanese
may look more like some Americans in terms of
self-construal and vice versa,' and (2) variability
within ethnic or national groups along such dimen-
sions may be associated with social and cultural fac-
tors that are more salient than membership in these
broad cultural groups. Investigation of what such
factors might be will require the development of
new research paradigms.

A relatively recent addition to the method-
ological toolkit for measuring culture in cultural
neuroscience, the use of what is known as “cul-
tural priming,” seems to move in the direction of
investigating how such norms and values are made
salient for individuals. In particular, priming para-
digms, which are designed to evoke specific cultural
orientations among study participants through the
use of cues or stimuli, seem to embrace the premise
that contextual factors may activate certain kinds of
normative orientations within individuals (Hong,
2009). In other words, culture is represented not as
fixed traits within individuals but as skills and dis-
positions to respond in particular ways to specific
contexts, which the culturally shaped social world
provides.

However, many of these studies use cues asso-
ciated with broad national identities, such as the
American flag, to prime cultural identity (Hong,
Benet-Martinez, Chiu, & Morris, 2000). This
suggests that they are operating within the same
cross-national comparison paradigm seen in many
other cultural neuroscience studies. Other priming
studies have used variables such as focus on different
pronouns (i.e., “I” vs. “we”) as cues to prime indi-
vidualism/collectivism (Oyserman & Lee, 2007,
2008). Hence, although the priming approach
has the potential to add substantial complexity
to the way culture is conceptualized by acknowl-
edging that variability in normative orientations
may exist not only within groups but also within
individuals, studies using this design have thus far
mostly defaulted to the same set of norms and ide-
ologies used to represent culture in most cultural

“ Anthropologists have long known this to be the case, but
a study by a group of cross-cultural psychologists (Na et al.,
2010) empirically demonstrates differences between group-level
ideologies and individual attitudes. However, to date, these
ideas have not found their way into most cultural neuroscience
research.
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neuroscience research. The challenge is how to bring
more realistic social contexts into the laboratory and
allow individuals to respond in ways that reflect cul-
tural processes or strategies.

In summary, the vision of culture communicated
through its operationalization in cultural neurosci-
ence research is currently a rather narrow one that
views culture as sets of broad norms and values
operating at the level of national or ethnic identity.
However, as shown in the following section, cul-
ture exists not only in peoples” heads but also in the
world, where it is dynamically enacted and embod-
ied by and between individuals in particular situa-
tions and contexts.

Culture in Anthropology

The concept of culture is central to the field of
anthropology, and yet there has never been a single,
agreed upon definition of culture within the field.
This is at least in part because anthropologists have
come to understand culture as too complex and
dynamic to define in simple terms. Anthropologists
understand culture, on the one hand, as a system
of shared knowledge that exists within peoples’
minds. On the other hand, culture is understood
to be constituted by peoples’ behaviors, enactments,
and interactions. Hence, from this perspective, cul-
ture has a dual life—within peoples’ minds and out
in the world. As we have already discussed, in the
cultural neuroscience literature, culture is treated
almost exclusively as norms and values located
inside peoples’ heads.’ Although most anthropolo-
gists would agree that values and norms (along with
beliefs, meanings, and dispositions) are central ele-
ments of culture, they would emphasize that these
elements take the form not only of ideas but also
of actions—often referred to within anthropology
as “praxis” (Ortner, 1984, 2006)—and discourse, or
the way in which language is mobilized and made
to “do” something in the world (Foucault, 1971;
Knorr-Cetina, 1981; Latour & Woolgar, 1986).

In fact, there is a growing consensus within
anthropology that ideas (knowledge and beliefs)
and actions (discourse or praxis) are equally impor-
tant. It has become increasingly clear, moreover,
that the two do not always exist in a one-to-one
relationship with one another. That is, behaviors do
not always match beliefs and beliefs do not always

>When described explicitly, culture is typically discussed
in terms of “values, beliefs, and practices” (Cheon &
Hong, Chapter 17, this volume; Chiao, 2009; Han &
Northoff, 2008).
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match behaviors, but both are fundamental for our
understanding of culture. In addition, the areas in
which the two diverge are particularly rich domains
for investigating how cultures work. Although
the knowledge and action that make up cultures
are collective—that is, they are shared among and
constituted by a group of people—these elements
of culture are also not uniformly distributed. The
knowledge and behaviors of members of the same
culture are largely overlapping, but they also diverge
in important ways and along meaningful individual
and social lines. Moreover, the relationship between
knowledge and behavior may differ across individu-
als and social groups. Individuals and groups may
behave differently but still draw on largely over-
lapping beliefs and values, and vice versa. In the
cultural neuroscience literature, such differences
are elided by the large-scale group comparisons
employed by most studies.

Crucial to understanding the dualities of
culture®—its life both in minds and in the world,
its collective and individual qualities—is the notion
that cultural knowledge and enactments are situ-
ated, contextual, and contingent. This means that
the particular knowledge and behavior sets that are
drawn upon by an individual at any given time are
a function of cues and constraints within the social
and/or physical environment. Individuals hold vast
amounts of cultural knowledge, some of it implicit,
some explicit, some rarely accessed, some used all
the time, and even some that is conflicting and con-
tradictory. Just as environmental factors may turn
on or activate particular genes (Zhang & Meaney,
2010), elements of context such as social role, inter-
personal relationships, and social constraints help
activate certain sets of cultural knowledge. These
same elements determine whether and how indi-
viduals will act in relation to such situated knowl-
edge. Moreover, just as “genes” are not discrete units
with a fixed function but, rather, elements of a more
complex dynamic network that regulates the tran-
scription and translation of information encoded in
DNA, so too cultural knowledge must be under-
stood not as isolated bits but as part of dynamic
systems of social action and regulation that include
other people, discourses, and institutions.

Research by anthropologist Douglas Hollan
(1992) on cross-cultural differences in the self exem-
plifies many of these features of culture. Hollan’s

¢See Dominguez Duque, Turner, Lewis, and Egan (2010)
for a complementary discussion of culture’s dualities in relation
to cultural neuroscience research.
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work among bereaved American undergraduates
and the Toraja people of Indonesia demonstrates
that independent and interdependent norms and
values may be held and acted upon by individuals
from both societies, even though one or the other
ideology is dominant in each. For example, Hollan
demonstrates that most of the bereaved students in
his study subscribe to a dominant American ide-
ology of selthood in which autonomy, individual
strength, and self-control are highly valued. For
many, these values were activated by the experi-
ence of loss and served as the core elements guid-
ing their response to bereavement. However, this
research also demonstrated that experiencing the
death of a loved one triggered the opposite value
for some students, leading them to express a sense
of interconnectedness with loved ones and a sense
that their own selves were defined at least in part
by their relationships to others. One student said,
for instance, “You're stripped of a certain role [when
someone dies]. One of the people you relate with is
gone. And so that side of you is gone.”

Similarly, Hollan’s (1992) work among the
Toraja suggests a dynamic in which multiple beliefs
and values may compete for saliency depending on
the situation. Torajans are quintessentially “interde-
pendent” in their orientations; nevertheless, Hollan
demonstrates that Torajans think about and enact
degrees of self-interest in certain contexts and under
particular conditions. For example, despite the fact
that Torajans highly value cooperation, compliance,
and helping others, many of them also expressed
in interviews that they could not be forced to do
anything they did not want to do. Moreover, at
times, Torajans actively resisted having to cooperate
or assist others, despite the fact that they strongly
endorse these values, by avoiding the person or
people by whom these calls were made. Both exam-
ples from Hollan’s work underscore the situated
and contextual nature of cultural norms and values
and also the often imperfect fit between belief and
behavior.

Other anthropologists have demonstrated the
importance of social status in determining the rela-
tionship between norms and values and behaviors.
Claudia Strauss (1992) has shown that although
working-class men in the United States endorse
the “American dream” value of pulling oneself up
by one’s bootstraps to achieve success, the men she
worked with were behaviorally motivated not by this
value but by a different one having to do with the
need to provide for their families. Adrie Kusserow
(2004) has similarly shown that the dominant
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American ideology of individualism is understood
and enacted very differently depending on the social
class to which individuals belong. Kusserow argues
that individualism is actually a huge symbolic cat-
egory subsuming many different meanings that dif-
ferent individuals and social groups may take up
and manipulate in ways that fit their specific needs.

Kusserow’s (2004) analysis draws our atten-
tion to another key element of cultural complex-
ity: the issue of meaning. Individual idiosyncrasies,
life experiences, and social position shape how
specific people respond to, engage with, incor-
porate, resist, and manipulate cultural materials.
Considering meaning helps us understand how
such culture-individual dynamics work. For exam-
ple, independence means something different to a
recently bereaved American college student than it
does to one who has not suffered such a loss, and it
means something different still to a student who has
suffered multiple losses. Similarly, the idea of “suc-
cess” means something different to working-class
American men than it does to upper-middle-class
ones. The kinds of cues and contexts that trigger
knowledge about “success” will therefore differ for
individuals in these two groups, as will the kinds
of behaviors directed toward the goal of “success.”
Meaning thus mediates many of the cultural pro-
cesses we have been discussing.

Moreover, research by anthropologists has dem-
onstrated that understanding the work of mean-
ing in cultural systems can help reveal hidden
dynamics related to health and health disparities.
Dressler, Grell, and Viteri (1995) have shown, for
instance, that the meaningfulness or salience of cul-
tural knowledge can directly affect peoples’ health.
Dressler et al.’s research in Jamaica revealed a rela-
tionship between social status and norms related to
success similar to the relationship demonstrated in
Strauss’ (1992) study of working-class American
men. He showed that although Jamaicans from
lower-, middle-, and upper-class status all had simi-
lar models of success, individuals varied in their
ability to behave in accordance with these models.
Particularly striking was the finding that not behav-
ing in a way that was consonant with this cultural
ideology had negative health effects in the form of
higher blood pressure, but only for members of the
middle class.

Meaning thus has a dual role in these dynamics.
First, these findings demonstrate that a mismatch
between cultural knowledge and behavior can nega-
tively affect health via stress pathways, but only
when the cultural knowledge in question is truly
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salient for an individual or social group because it
taps into self-relevant meanings. Second, certain
kinds of social and economic constraints become
particularly meaningful when they act as obstacles
to the ability to enact cultural knowledge. This
work thus highlights how the complex interactions
among things like social status, social constraint,
and culture-individual dynamics are often medi-
ated by meaning.

Anthropological research has also demon-
strated how recognizing the role of meaning in
culture—individual dynamics can contribute to
our understanding not only of pathways relevant
to health disparity but also of pathways of resil-
ience. Multiple studies have demonstrated how
shared cultural meanings can serve as individual
and group resources, allowing people to use such
meanings in the service of their specific needs and
goals (Kirmayer, 2005; Kirmayer et al., 2011).
Anthropologist Peter Stromberg uses the metaphor
of a “symbolic smorgasbord” to describe this phe-
nomenon, noting that “any society offers its mem-
bers a panorama of symbolic resources” onto which
individuals may “map the idiosyncrasies of their
experience” (Stromberg, 1985, p. 57).

In his influential analysis of Sri Lankan religious
ecstatics, Gananath Obeyesekere (1981) demon-
strates how women with histories of stressful and
traumatic experiences (i.e., family conflict, miscar-
riage, death of loved ones, unhappy or abusive mar-
riages, etc.) use available religious symbols from a
form of Hindu devotionalism in order to express
and resolve their own emotional distress and con-
flict. Obeyesekere’s analysis of the way in which
these women adopt and enact certain religious
symbols and practices, growing huge matted dread-
locks and behaving as priestesses, demonstrates the
therapeutic potential of translating personal distress
into culturally intelligible terms. This analysis thus
provides a model for understanding why religious
belief and behavior are often associated with bet-
ter physical and mental health and, more broadly,
for understanding the importance of both social
forces and idiosyncratic experiences in shaping
culture—individual dynamics.

Although the ecstatics in Obeyesekere’s (1981)
study represent a particularly extreme case of
self-transformation through religious devotion,
many less extraordinary examples of the use of
cultural symbols and meanings to make sense
of personal experience can be found in both
religious and nonreligious contexts. Numerous
scholars have demonstrated how spirit possession,
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a phenomenon found in 74% of the 488 societies
sampled in one study (Bourguignon, 1973), offers
an opportunity for individuals to communicate
self-related meanings through the use of religious
discourses and practices (Boddy, 1989; Kapferer,
1979; Lambek, 1993; Mendenhall et al., 2010).
Others have demonstrated similar processes in
the context of Christian conversion narratives, in
which individuals are able to use the language of
Evangelical Christianity to help resolve emotional
conflicts (Stromberg, 1993). These processes are
also visible in medical contexts, in which people
use the discourses and meanings associated with
medical and psychiatric categories and illness eti-
ologies to make sense of their own experiences of
suffering (Becker, 1997; Cain, 1991; Kirmayer,
2000; Kleinman, 1988). The idiom of trauma has
become a particularly powerful cultural symbol
that individuals can tap into in an effort to rein-
terpret events and emotional responses in terms
that are salient to themselves and others (Kidron,
2003; Seligman & Kirmayer, 2008; Young, 1997).

These observations also underscore another
essential characteristic of cultural systems: They
are dynamic and interactive, not fixed and stable.
As previously discussed, individuals respond to and
interact with cultural materials and contexts in a
variety of ways, but culture is also responsive to and
even constituted by the ways in which individuals
enact it. In other words, the direction of influence
is not always from culture to individual; rather,
belief and behavior at the individual or subgroup
level feed back to influence the shape of cultural
systems in a process that can be thought of as a
more embodied form of what the philosopher Ian
Hacking (1999) calls “looping.” Such looping pro-
cesses extend beyond the reinforcement of cultural
concepts to include the social constitution of con-
text itself, when the practices, bodily dispositions,
and habits of individuals and subgroups act to shape
and reinforce larger cultural systems (Bourdieu,
1977; Seligman, 2014).

An example of the way such looping pro-
cesses operate comes from our own research on
cross-cultural experiences of dissociation. The term
dissociation refers to a category of experience in
which elements of self-conscious awareness, includ-
ing memory, perception, and identity, become
dis-integrated. In Euro-American contexts, such
experiences are often understood as symptoms of
psychiatric disorder. Findings from our research
suggest that such pathological meanings are most
often attached to dissociative experiences in contexts
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in which there is high emphasis on unitary and
coherent forms of selthood (Seligman & Kirmayer,
2008). Because such experiences violate normative
expectations, individuals who have them come to
occupy a category of people with mental disorders.
This shapes their experiences, contributing to dis-
tress, and their identities, as people who are sick. In
addition, pathologization of such experiences fur-
ther reinforces their non-normative status. Thus, a
looping process takes place among cultural norms
and values and personal experiences and meanings.

However, our research also suggests that in some
cultural contexts, such as that of the spirit posses-
sion religion studied by the first author in Brazil,
there is less emphasis on unitary selthood. In the
context of this religious culture, in which the shared
ontology includes spirits and other beings who
can occupy human selves, dissociative experiences
are not pathologized. Instead, such experiences are
attributed to spirit possession, and those who have
them often become socially and spiritually empow-
ered as religious adepts. By drawing attention to
the role of cultural ideologies of selfhood in distin-
guishing between pathological and nonpathological
forms of dissociation, these findings underscore the
idea that meanings and attributions affect experi-
ence, and peoples’ experiences loop back to shape
and reinforce meanings, attributions, and uld-
mately cultural systems.

It is worth noting that the concept of looping is
relevant to cultural neuroscience not only as a model
for how to think about the dynamic and interactive
nature of cultural systems but also because cultural
neuroscience research may become part of such cul-
tural looping processes. Contemporary reliance on
scientific expert knowledge in defining self and per-
sonhood, in the United States in particular (Dumit,
2000; Hacking, 1998; Rose, 1990, 1998, 2007),
means that popular dissemination of findings from
cultural neuroscience (e.g., see the 2010 Newsweek
article by well-known science writer Sharon Begley)
contributes to the creation and reinforcement of
shared cultural meanings and, by extension, helps
create kinds of people, identities, selves, and experi-
ences (Martinez Mateo et al., 2013). For instance,
the idea thatindependence is ingrained in Americans
at the neural level may contribute to and/or rein-
force the fashioning of selves in the United States
for whom independence and self-interest become
even more explicit values (Dumit, 2000).

Figure 1.1 presents a model of such culture—
individual dynamics, visually depicting the multidi-
rectional influences that exist among cultural norms
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Figure 1.1 Dynamics of Culture-Individual Interactions.
The diagram depicts the complex and dynamic interactions
between individuals and their cultures, which are mediated

by multidirectional influences among norms and ideologies,
social positionality (i.e., social role and status), specific social
situations and situated cultural knowledge, subjective meaning
and experience, and behaviors and practices.

and ideologies, social positionality (i.c., social role
and status), social situations/situated cultural knowl-
edge, subjective meaning and experience, and behav-
iors and practices. Importantly, the figure can be read
from any point and in either direction, highlighting
the idea that individuals draw from their repertoire
of cultural norms and ideologies, based on their
social location and the particular nature of the social
situation, to construct meaning and guide behaviors
and practices; but equally, behaviors and practices
affect individual experience and the meaning that
individuals make of any given social situation, and
therefore what cultural norms and ideologies are
assembled or drawn upon in that moment (Latour,
2005). Figure 1.1 thus captures both the dynamism
of looping processes and the situated and contextual
nature of culture—individual interactions.

Locating the Brain in the Social World

Thus far, our discussion has emphasized the
importance of culture—individual interactions, but
it has not had much to say about culture-brain
interactions. Returning to the example of our work
on dissociation offers an opportunity to demon-
strate how the role of the brain might be conceptu-
alized in relation to the kinds of dynamic processes
we have described. Evidence from neuroimaging
studies of pathological dissociation demonstrates
that alterations in consciousness that fall under this
heading are often correlated with cortical inhibi-
tion of the amygdala and other subcortical areas
(Sierra & Berrios, 1998). These studies thus suggest
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that experiences characterized by the fragmentation
of self-conscious awareness may be associated with
the failure to attend to, process, and integrate cer-
tain streams of information at the cortical level.
Whether such patterns of neural activity are the
same in both spiritual and pathological forms of dis-
sociation is a question that has not been empirically
investigated. However, a looping model suggests
that dissociative experiences of #// kinds are likely
to be the products of mutual feedback processes in
which patterns of attention and information pro-
cessing create experiences that must be explained
by cultural scripts, and cultural scripts and social
imperatives, in turn, influence the allocation of
attention and information processing resources—
possibly through the activation of cortical inhibi-
tory mechanisms (Seligman & Kirmayer, 2008).
Ultimately, knowing where and how neural func-
tion fits into this looping process tells us far more
than simply mapping the neural function.
Moreover, this way of conceptualizing the inter-
actions of neural mechanisms with cultural ones
may serve as an important model for thinking about
the role of culture—brain interactions in other forms
of psychopathology as well. In particular, locating
patterns of neural activation within larger loop-
ing processes that include the action of meanings,
attributions, social identities, and experiences helps
us see that the difference between pathological and
nonpathological states is not defined by the pres-
ence or absence of neurophysiological dysfunction
alone. Cultural neuroscience research that models
the complexity of culture-brain interactions more
successfully can thus contribute to nonreduction-
ist approaches in health research that resist the
tendency to treat the brain as the ultimate cause
of pathology and thus reflect a more sophisticated
understanding of the cultural ecology of mind.
Further illuminating the methodological and
conceptual challenges of the experimental process
in cultural neuroscience research, and in the inter-
pretation of data (Choudhury & Slaby, 2012), is
also a crucial step to developing a nuanced ecology
of mind. Recognizing the relevance of cognitive
and neural mechanisms for behavior and psychiat-
ric symptoms, but taking the embeddedness of the
brain seriously, a “critical neuroscience” approach
espouses a view of a “situated brain” (Choudhury &
Gold, 2011). This view demands wider explora-
tion of the way in which brain function has to be
investigated in the context of an organism’s environ-
ment (Kirmayer, 2006; Lock, 1995). The brain and
nervous system, no less than the mind, are situated,

LOCATING CULTURE IN THE BRAIN AND IN THE WORLD

7/28/2015 1:27:13 AM



which requires an approach that blurs the distinc-
tion between nature and culture. Such an approach
departs from mainstream cultural and social neu-
roscience by challenging the ontological primacy
of the brain in investigating and understanding
the mind. It also maintains room to examine the
interaction of scientific culture with the object of
study—for example, the categorization of research
subjects, definitions of the “social” and “cultural,”
and categorization of disease, which is contingent
on the culture of neuroscience.

In other words, a critical neuroscience approach
integrates research on the looping effects involved
in dynamic and situated culture—brain interactions
with the study of the looping effects involved in
the production and consumption of neuroscientific
knowledge. Slaby and Choudhury (2012) propose
four ways in which experimental research practiced
within a critical neuroscience framework can con-
tribute to a complex theory of mind that includes
multiple realms of description and acknowledges
the co-constitutive relationship between them

(Slaby & Choudhury, 2012, p. 43):

1. Demonstration of alternative possibilities of
results of neuroscience experiments by modifying
technical parameters or comparing and re(de)
fining categories

2. Exploring routes to empirically investigate
social and cultural phenomena without assuming
universal neural mechanisms from the outset

3. Enriching behavioral theories by allowing for
pluralistic viewpoints and methodologies to result
in layered explanations of complex phenomena

4. Examining the subtle relationship and
feedback loops between popular opinion or
ideologies about the brain and findings in
neuroscience

A critical approach based on these principles can
serve the goal of opening up interpretive possibili-
ties that are more relevant to answering the ques-
tions cultural neuroscience has recently set out to
investigate concerning health disparities.

The Cultural Shaping of Social
Determinants of Mental Health

In this section, we illustrate some of the ways
that a more critically oriented cultural neuroscience
can shed light on social determinants of health,
using examples drawn from indigenous peoples
whose experiences of historical trauma and ongo-
ing structural violence have evident effects on their
mental health and well-being.

Chia02303150US_Book.indb 13
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Broadly speaking, social determinants of health
refer to all of the social factors, including social struc-
ture, institutions and practices, identities, and inter-
personal processes, that impact on health (Marmot,
2007; Marmot & Wilkinson, 2006). Among the
most powerful social determinants are poverty,
inequality, and social exclusion. Culture intersects
with these social determinants in several ways: (1) by
defining the social categories and identities to which
people are assigned; (2) by attaching specific mean-
ing and consequences to these identities; (3) by shap-
ing the ways that individuals and groups respond
to their social identities and positions; and (4) by
normalizing social arrangements—that is, by mak-
ing them seem like natural or necessary conditions.
Often, this normalization results in the cultural
assumptions underlying such social arrangements
becoming taken-for-granted or invisible to partici-
pants. Cultural comparison and critique is therefore
necessary to make the tacit dimensions of the social
world visible.

The study of the mental health of indigenous
peoples serves to illustrate the ways in which culture
shapes notions of self, personhood, and the subse-
quent experience and response to other social deter-
minants of mental health (Kirmayer & Valaskakis,
2009). In North America, indigenous peoples flour-
ished for thousands of years before contact with
Europeans. They formed very diverse cultural tradi-
tions with different languages and ways of life. Some
were nomadic hunters, others established agricul-
tural communities or large empires with complex
hierarchical social structure. With colonization,
they were enclosed within new societies dominated
by the values and ways of life of the European soci-
eties. The common elements across these diverse
traditions therefore represent not so much shared
cultural values, traits, or identities as the shared pre-
dicament of coping with colonization, marginaliza-
tion, and deliberate efforts to suppress indigenous
cultures, languages, and traditions (King, Smith, &
Gracey, 2009). The health consequences of this his-
tory have been profound, with many groups expe-
riencing elevated rates of suicide, substance abuse,
and common mental disorders (Reading, 2009;
Reading & Wien, 2009).

In recent years, there has been increasing recog-
nition of the links between current mental health
and social problems in indigenous communities and
the history of colonization, marginalization, and
bureaucratic control by the nation state. In Canada,
the historical system of government-mandated
Indian residential schools has been singled out as
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a major factor in the continuing problems faced
by Aboriginal communities. The Indian residential
schools explicitly aimed to extinguish the culture of
indigenous peoples. They did this by taking young
children far from their homes and communities and
confining them to education institutions that sys-
tematically excluded and denigrated any knowledge
or expression of indigenous languages and cultures.
The schools also exposed children to harsh, puni-
tive environments with high levels of physical and
sexual abuse. Individuals who eventually returned
to their communities and went on to become par-
ents were profoundly affected by these experiences
of trauma and abuse and by the institutional mod-
els of disciplining and adult authority. The resultant
difficulties in childrearing thus impacted on the
next generation. Moreover, because whole cohorts
of children in particular communities were sub-
jected to the residential school system, its effects
extend beyond individuals to include changes in the
dynamics of entire families and communities.

The impact of these policies across genera-
tions has been traced by historical and qualitative
health research (Brant Castellano, Archibald, &
DeGagné, 2008). More recently, quantitative stud-
ies have confirmed these observations. For exam-
ple, a survey of a representative sample of almost
3000 First Nations adults in Manitoba found that
experience of abuse in residential school was asso-
ciated with suicide attempts among adults; more-
over, exposure of a parent or grandparent to abuse
in residential school was associated with suicidal-
ity among adults who did not attend residential
school themselves (Elias et al., 2012). There is also
evidence that the more generations in a family that
attended Indian residential schools, the greater
the psychological distress among the younger gen-
eration (Bombay, Matheson, & Anisman, 2013).
However, the impact of adversity varies with social
context and developmental stage, and the modes
of transmission across generations are affected by
childrearing practices as well as family, neighbor-
hood, community, and other aspects of the social
environment.

The mediation of these transgenerational effects
is therefore likely to be very complex (Gone, 2013).
Figure 1.2 illustrates some of the ways in which
the experience of residential school may lead to
transgenerational transmission of mental health
problems. Conventional trauma theory emphasizes
transgenerational transmission of effects through
psychological processes involving cognition and
emotion that influence childrearing (Hinton &
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Kirmayer, 2013). Thus, a parent who has experi-
enced violence and privation may be preoccupied
and emotionally unavailable, or labile and reac-
tive, to a child, thus increasing the risk of mood or
affective disorders in the child. When the parents
behavior is abusive, this may cause trauma-related
symptoms in the child, and although the traumatic
experiences of the child are quite different from
those that the parent endured, the overall framing
of the experience as “historical trauma” may lead
some to emphasize similarities and the causal arc.
However, the Canadian residential school policy
had much broader impact than the marks it left on
individuals, constituting a sustained attack on the
health of indigenous peoples at the levels of fam-
ily, community, and nation. Moreover, beyond this
specific historical trajectory, the broader history
of colonization and oppressive social policies has
resulted in ongoing situations of social exclusion
and marginalization that constitute forms of struc-
tural violence.

Culture plays a role in these transgenerational
effects and ongoing adversity in many ways,
including (1) influencing childrearing practices;
(2) configuring family structure and process;
(3) promoting particular individual, interpersonal,
or collective strategies for coping, resilience, and
recovery; (4) shaping the community response to
adversity; and (5) locating collective identity in
relation to a larger society that confers a stigma-
tized and devalued status on indigenous people and
exposes them to racism, discrimination, and disem-
powerment (Kirmayer et al., 2007). In other words,
culture here resides in the ways that Aboriginal
peoples understand themselves, the places they live,
the forms of community and subsistence activities
in which they participate, the bureaucratic and
political institutions they must negotiate, as well
as underlying concepts of self and personhood that
are rooted in particular ontologies (Kirmayer et al.,
2011). These dimensions of culture, in turn, all
take on specific meaning and health consequences
in the context of the larger society that either valo-
rizes or devalues indigenous identity and experi-
ence (Waldram, 2008). The experiences of grief,
anger, and demoralization associated with historical
loss and ongoing marginalization can be measured
in part through self-report (Whitbeck, Adams,
Hoyt, & Chen, 2004). These experiences are not
only internalized but also situated, evoked by par-
ticular settings. Thus, in considering the role of
culture in social determinants of health, it is essen-
tial to consider not just the culture of the minority
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Figure 1.2 Transgenerational Transmission of Historical Loss and Trauma. The diagram depicts some of the interacting pathways
through which the effects of violence, trauma, and privation may be transmitted across generations. Individuals exposed to the
residential school system endured early childhood separation from family, suppression and denigration of language and culture, and
physical and sexual abuse. These events have effects at multiple levels, including (A) epigenetic processes of the altered regulation of
hypothalamic—pituitary—adrenal stress response system; (B) individual’s cultural identity, self-esteem, and efficacy; (C) disorganization
of families by forced separation and the importation of parenting models influenced by experiences in institutions; (D) disruption of
communities through the loss of whole cohorts of children; and (E) political disempowerment and marginalization of whole nations
or peoples. In addition to residential schools, many other policies and practices operated at different levels to reinforce the negative
effects on health and well-being.

Adapted from Kirmayer et al., 2007.

group but also the larger matrix of social practices, ~ 2009). The possible epigenetic transmission of
institutions, and values in which individuals and ~ some consequences of trauma and violence across
groups are embedded. Culture is made and has its ~ generations is certainly of potential relevance
most obvious consequences at the interface between  to understanding these enduring effects, but it
different groups or segments of society. represents just one strand or level of a complex

Recent work on epigenetics and the regula-  process that includes many other neurobiologi-
tion of stress response systems suggests another  cal and sociocultural dimensions. The impact of
way in which effects of violence, loss, and con-  life events on the regulation of the HPA axis and
flicc may be transmitted across generations  other regulatory systems will play out in contexts

(McGowan et al.,, 2009). Such work suggests  largely defined by the higher levels—hence, cul-
that childhood abuse and adversity may alter  tural neuroscience research on such topics must
hypothalamic—pituitary—adrenal ~ (HPA) axis  build on basic neurobiological studies of effects

regulation and affect mental health outcomes in  of stress, trauma, and loss to consider how these
part through differential expression of hippocam-  are modulated by contexts with varying levels of
pal glucocorticoid receptors (McGowan et al.,  social support and access to culturally relevant
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coping mechanisms. The story of neuroplasticity
and, indeed, of the epigenetic modifiability of the
functional genome points toward the ongoing
effects of social circumstances as well as deliberate
adaptive strategies in healing and recovery.

For indigenous peoples, such strategies may be
uniquely tied to their relationship with the land
and the ability or inability to engage in traditional
land-based practices. Although much cross-cultural
research has examined the differences between indi-
vidualistic and collectivistic orientations, work with
indigenous peoples highlights another dimension of
variability in notions of personhood across cultures.
In particular, many indigenous peoples living in
remote communities, engaged in close interactions
with the land and natural environment, might be
characterized as having an “ecocentric” sense of self
and personhood in which the living environment,
including the landscape, animals, and other natu-
ral forces, is in constant intimate transaction with
the individual (Kirmayer, Fletcher, & Watt, 2008).
Ways of thinking and being, as well as the concept
of health, are tied to specific contexts, landscapes,
and types of activity.

This points to distinct ways of experiencing self
in relation to the environment that should be pos-
sible to study in field research or laboratory stud-
ies with analogs to the natural environment. Just as
configurations of the self have been shown to differ
across cultures, with people from more collectivis-
tic or sociocentric backgrounds showing patterns of
information processing in particular tasks (or in the
resting state) that differ from those from individual-
istic backgrounds, so might we expect correspond-
ing differences in paradigms designed to examine
the ecocentric self. For the ecocentric self, attacks on
the land may be experienced as attacks on the self
with direct implications for well-being. Aspects of
this orientation should be demonstrable in experi-
mental settings.

In addition to the physical environment, people
from diverse cultures, including some indigenous
peoples, may participate in ontologies in which
there is an invisible or spirit word, peopled by the
spirits of ancestors (Ingold, 2004; Kirmayer, 2007).
Maintaining harmonious relationships with this
invisible world is also important for the health and
well-being of individuals and communities. The
notion that the social world includes invisible per-
sons or non-human beings may have reflections in
the organization of self and other in cognition, and
this may be measurable in laboratory paradigms
that examine experiences of volition (Deeley et al.,
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2013). Such work may have implications for our
understanding of social processes of identity, con-
nectedness, and belonging that are important con-
tributors to health and mediators of social support
shaped by cultural concepts of personhood and
configurations of the social world.

Finally, for contemporary indigenous peoples,
some of the most salient issues related to health
and well-being concern the social and political
contexts in which they live. In a widely influential
study, Chandler and Lalonde (1998, 2008; see also
Chandler, 2010) showed a clear association between
the level of local control, cultural continuity, and
self-determination of a community and important
indicators of health, including the rates of death
by suicide, accidents, and high school comple-
tion. To shed light on how such community-level
indicators contribute to individual and collective
well-being, cultural neuroscience would need to
adopt a research program that explores the processes
that indigenous peoples recognize as central to their
well-being and endurance, including connection to
land, cultural and linguistic retention and revitaliza-
tion, and political activism.

Ultimately, examining stress responses and cop-
ing in real-life settings or ecologically meaningful
experimental analogs has the potential to shed light
on how the historical past and present interact for
individuals to give rise to emotional states, cogni-
tive orientations, and patterns of psychophysiologi-
cal responding that are deleterious to health or that
represent effective strategies for dealing with histori-
cal trauma and loss.

Conclusion

Cultural neuroscience can contribute to the
agenda of social determinants of health in sev-
eral ways. It can allow us to understand some of
the underpinnings of the diversity of experience
of individuals. It can shed light on the nature of
gene—brain—environment interactions by revealing
culturally influenced pathways and mechanisms.
Neuroscience holds the promise of providing mea-
sures of underlying processes that do not depend
on self-report and hence can add substantially to
our understanding of how self-awareness and narra-
tion interact with bodily processes. Developmental
neuroscience can reveal modes of plasticity and
response to learning and life experience that
can explain pathology and open up avenues for
intervention.

To realize this promise, cultural neuroscience
needs to develop methodological approaches that
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capture the realities of culture. Specifically, it is
essential to distinguish culture(s) from the cat-
egories it constitutes, such as race and ethnicity.
Although aspects of culture can be decomposed as
bundles of correlated traits, factors, roles, skills, or
tasks, cultures also form integrated systems. Hence,
cultural constructs, including race and ethnicity,
must be understood as situated—that is, as contex-
tually determined, embodied, and enacted in ways
that involve not only individuals but also, neces-
sarily, dyads and larger social groups and systems.
Recognizing the dynamic nature of culture would
suggest the importance of devising measures of
the impact of changing contexts, tasks, expecta-
tions, agency, and social positioning. A systemic
view would allow us to draw from our understand-
ing of subsystems and small-scale causal models
to reconstitute culture as systems of meaning and
practice engaged by individuals with identifi-
able goals, strategies, and constraints. This would
also involve tracing the consequences of cultural
constructs—like those generated by cultural neuro-
science research—from the social world through the
laboratory and back.

At the same time, the enthusiasm for neuro-
biological explanations for complex behaviors
poses particular risks for efforts to understand and
address the social determinants of health. Some
of these risks stem from the limitations of cur-
rent experimental paradigms. The way that experi-
mental groups are identified using common sense
or popular categories of ethnic, racial, or cultural
identity contributes to reifying these social catego-
ries, obscuring their social origins and serving to
naturalize them. The need to isolate variables in
experiments to identify simple, linear causal path-
ways may obscure the fact that most biological
phenomena are embedded in systems with dense
networks of mutual influence or circular causal-
ity. Some forms of pathology may stem from the
dynamics of these systems and may not be recog-
nized in the simplified models that are amenable
to study in the laboratory. The focus on the brain
tends to reinforce the tendency in psychology to
study individuals rather than interacting dyads or
larger groups or systems. Hence, in such paradigms,
vulnerability and resilience are located within the
individual rather than social relations and systems.
Most critically, the exclusive focus on neurobio-
logical levels of explanation may divert attention,
resources, and political will from tackling the social
and economic problems and structures of disadvan-
tage that are both proximate and ultimate causes of
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many forms of ill health (Mooney, 2012). Indeed,
we must be alert to the potential abuses of cultural
neuroscience to reinforce stereotypes and rational-
ize inequalities. Properly conceived, cultural neu-
roscience can deepen our understanding of human
diversity and our nature as cultural beings and con-
tribute to a dynamic view of health and well-being
as rooted in the ways that individuals make creative
use of the resources and constraints of culture, con-
text, and community.
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Cultural Neuroscience and
Neurophilosophy: Does the Neural Code
Allow for the Brain’s Enculturation?

Abstract

Many studies show the cultural dependence of the brain’s neural activity, but the underlying
mechanisms of such “enculturation of brain” are unclear. How it is possible for the neural activity to
be so strongly dependent on and shaped by the cultural context? Conceptually, this raises the question
for the concept of culture and its relationship to the brain and what exactly is meant by “enculturation
of brain.” Empirically, the enculturation of brain raises the more general and basic question of how
stimuli and their respective cultural context are encoded into neural activity. | suggest a statistically
based coding strategy that encodes the stimuli’s statistical frequency distribution rather than the single
stimuli into neural activity. The cultural dependence of neural activity may be traced back to the brain’s
neural code and its particular encoding strategy, the encoding of the stimuli’s natural and sociocultural
statistics, which may account for the enculturation of brain.

Key Words: cultural neuroscience, neurophilosophy, context dependence, encoding, natural statistics,
sociocultural statistics, “enculturation of brain,” embrainment of culture, layers of culture, psychiatry

Introduction
Why Cultural Neuroscience?

Neuroscience and culture? Recent research has
shown that cultural differences strongly impact the
brain’s neural activity. The same stimuli are per-
ceived differently by subjects in different cultures.
And the same tasks such as decision-making are per-
formed differently and recruit different regions and/
or degrees of neural activity (for a review, see Han
et al., 2013). Despite all the results and progress in
the recently formed discipline of cultural neurosci-
ence, we do not really know why and how the brain
and its neural activity are so sensitive to cultural
differences.

Given our current knowledge about the brain,
one would expect that brains from subjects in dif-
ferent cultures react more or less uniformly to the
same stimuli or tasks. We currently assume that
different regions and networks in the brain process

Chia02303150US_Book.indb 21

particular stimuli or tasks. It starts with the sensory
regions, continues with the motor regions, and ends
with the higher-order cortical regions such as the
prefrontal cortex that are associated with different
cognitive functions. Despite such presumably clear
and straightforward association between functions
and regions/networks, we nevertheless observe cul-
tural differences.

Let us explicate what exactly is at stake here. The
same stimuli or tasks are apparently processed in
different ways by subjects from different cultures.
Also, the same regions/networks are recruited and
used in different ways by subjects from different
cultures. The processing of stimuli/tasks as well as
the recruitment of regions/networks thus seem to
be strongly dependent on the social and specifi-
cally the cultural context. This has led authors such
as Kitayama to assume reciprocal loops between
brain and cultural context reflecting what can
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also be described as “enculturation of brain” (Han
et al., 2013; Kitayama & Park, 2010; Kitayama &
Uskul, 2011).

How is such context dependence as encultura-
tion of brain of both the stimulus/task processing
and the regions/networks’ recruitment possible? We
currently do not know. Although we have assem-
bled plenty of data that show the cultural context
dependence of different functions such as percep-
tion, language use, reasoning, and decision-making,
we do not know why and how our brain’s neural
activity is apparently dependent on the respective
cultural context.

What are the neural mechanisms in the brain
that make possible the cultural context dependence
of both task-evoked activity and region/network
recruitment? Because the cultural context depen-
dence can be observed across basically all different
stimuli/tasks, functions, and regions/networks, it
must be mediated by some kind of basic feature of
the brain. This is where neurophilosophy comes in.

Why Neurophilosophy?

What is neurophilosophy? The term neurophiloso-
phy has been explicitly introduced by P. Churchland
(1986) in her book with the same name in which
she describes certain thematic convergences and
overlaps between neuroscience and philosophy.
One central topic is the relationship between mind
and brain and how mental features such as self,
free will, and consciousness are related to the brain
and its neural activity. Neurophilosophy in the
Anglo-American world reduces mental features to
the brain: The brain’s neural activity is considered
not only a necessary but also a sufficient condition
of mental features such as self and consciousness.
Obviously, this leaves no space for culture, unless
reduced to the brain, for shaping mental features.

Nonreductive models of neurophilosophy, in
contrast, presuppose a more complex relation-
ship between mental and neural features (e.g., see
Northoff, 2004, 2011, 2013a, 2013b, 2014). The
brain’s neural features are considered a necessary but
not sufficient condition of mental features. Along
with the brain and its neural activity, we need some
additional factor, an extra ingredient to understand
how the brain and its purely neuronal states bring
forth mental states. What is this additional or extra
ingredient? Cultural neuroscience tells us that it
must be the cultural context that the brain seems
to include in generating its neural activity that then
is manifest in the processing of stimuli/tasks and
recruitment of regions/networks.
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How and in which way must the brain generate
its neural activity such that it can become as depen-
dent on the cultural context as we observe it in cul-
tural neuroscience? Generation of neural activity
touches upon a basic feature of the brain and its
neural activity: How must the brain encode stim-
uli and tasks into its neural activity such that their
respective cultural context is manifest in the brain’s
subsequent processing and region/network recruit-
ment? This relates to the question of the brain’s
neural code, which is a central issue in especially
nonreductive forms of neurophilosophy (Northoff,
2011, 2013a, 2013b, 2014).

The Aim and Sections of This Chapter

The aim of this chapter is to address the ques-
tion of cultural context dependence and thus
enculturation of brain as a central issue in cultural
neuroscience in light of recent neurophilosophi-
cal considerations about the brain’s neural code.
Specifically, 1 raise the question of how the brain
must encode its neural activity in order to make pos-
sible the kind of cultural context dependence—that
is, enculturation of brain—we observe in the neural
processing of stimuli/tasks and the recruitment of
the various regions and networks in the brain.

The chapter comprises six main sections. In
the first section on cultural neuroscience, recent
findings on the cultural context dependence of
perception and self are briefly presented. This sec-
tion serves only as a brief introduction providing
paradigmatic examples while refraining from an
exhaustive discussion of the various findings. This is
complemented by the second section, in which the
concept of culture and how it relates to the brain
is discussed, including the enculturation of brain.
The third section discusses the concept of encoding,
which refers to how the brain generates and encodes
its neural activity. That is followed by the fourth sec-
tion, in which the encoding strategy of the brain is
discussed in detail, focusing on “natural statistics.”
This is extended in the fifth section to the encoding
of “sociocultural statistics,” for which an example is
given. Finally, the sixth section briefly discusses the
implications of the brain’s encoding of natural and
sociocultural statistics for cultural neuroscience,
neurophilosophy, and psychiatry.

I conclude that cultural neuroscience can be
considered a paradigmatic model or example for the
question of the brain’s neural code, the encoding of
stimuli or tasks into neural activity. Accordingly,
I claim that neurophilosophy as well as neurosci-
ence in general can benefit and learn very much
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from cultural neuroscience with regard to the ques-
tion of the encoding of neural activity.

Cultural Considerations: Cultural Context
Dependence of the Brain’s Neural Activity
Cultural Context Dependence

of Neural Activity During Physical
Stimuli—Perception

How can we demonstrate the cultural con-
text dependence of the brains neural activity?
From the many examples in recent cultural neu-
roscience, I briefly highlight two paradigmatic
examples—perception and self. Perception is about
physical features in the world, whereas the self con-
cerns purely mental features. If both perception and
self show cultural context dependence in more or
less the same way, it hints upon some basic feature
of the brain’s neural activity prior to the distinction
between physical and mental features.

Based on the assumption that Westerners attend
to salient objects whereas East Asians are inclined to
attend to a broad perceptual and conceptual field
(Nisbett & Masuda, 2003; Nisbett, Peng, Choi, &
Norenzayan, 2001), Jenkins, Yang, Goh, Hong, and
Park (2010) tested whether the neural activity in the
lateral occipital cortex to a target stimulus is more
sensitive to background scenes in East Asians than
in Westerners. They scanned American and Chinese
participants during perception of pictures consist-
ing of a focal object superimposed on a background
scene that was congruent (e.g., a deer in the woods)
or incongruent (e.g., a television in the desert) with
the target object. The target object was presented on
different novel scenes or on a single repeated scene
on four successive trials. Adaptation magnitude
was calculated by subtracting the neural activity to
objects on a repeated scene from that to objects on
different novel scenes.

Jenkins et al. (2010) found that the neural activ-
ity in both the right and the left lateral occipital
cortex showed significantly greater adaptation to
incongruent scenes than to congruent scenes, sug-
gesting sensitivity of the occipital activity to the
background scenes. However, this effect was evident
in Chinese participants but not in American par-
ticipants. Similar results were observed in another
study that recorded event-related potentials (ERPs)
to target objects that were presented on seman-
tic congruent or incongruent background scenes
(Goto, Ando, Huang, Yee, & Lewis, 2010). It was
found that a negative ERP component peaking at
approximately 400 ms after stimulus onset (N400),
which has been shown to be sensitive to processing
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semantic relationships (Kutas & Hillyard, 1984),
was enlarged by target objects presented on seman-
tically incongruent versus congruent background
scenes; this effect was observed in Asian Americans
but not in European Americans.

Cultural Context Dependence of Neural
Activity During Mental Stimuli—Self

The previous example concerned physical stim-
uli to the sensory system and our perception of
them. What about mental stimuli and thus inner
mental experience such as a sense of self? Zhu,
Zhang, Fan, and Han (2007) tested cultural dif-
ferences in the neural activity underlying represen-
tation of personality traits of oneself and a close
other. According to Markus and Kitayama (1991),
Western cultures encourage self-identity that is
independent of social contexts and others, whereas
East Asian cultures emphasize fundamental social
connections, leading to an interdependent view of
the self and partial overlap in representation of the
self and close others. This proposition may predict
shared neural mechanisms of representation of the
self and a close other in East Asian cultures but not
in Western cultures.

To test this proposition, Zhu and colleagues
(2007) scanned Chinese and Westerners using func-
tional magnetic resonance imaging (fMRI) during
trait judgments of oneself, a close other (i.e., one’s
mother), and a celebrity. They found that relative
to trait judgments of a celebrity, trait judgments of
oneself significantly activated the ventral region of
the medial prefrontal cortex in both Chinese and
Westerners, suggesting a similar neural substrate of
representation of oneself in the two cultural groups.
However, trait judgments of one’s mother versus a
celebrity activated the same brain region in Chinese
but not in Westerners, suggesting shared neural rep-
resentation of the self and a close other in Chinese
but not in Westerners. This finding reveals a neural
model of cross-cultural variations in representations
of a close other in relation to the self. Hence, even
something as mental as our sense of self seems to
be subject to cultural dependence. This has been
extended and further confirmed in other studies
(for review, see Han et al., 2013).

Conceptual Considerations: What Is
Culture? Layers of Culture
“Location” of Culture
WHAT IS CULTURE? LAYERS OF CULTURE

What is culture? This question is as general as it
is difficult. Many researchers associate culture with
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ideas and specifically with explicitly held beliefs
and values. That, however, is only what is visible
on the surface. Going into deeper layers of culture,
one encounters different, more implicit and tacit
aspects. This is well observed by Durkheim, who
noted that culture to humans may be analogous
to what water is to fish. In the same way the water
is always already there and essential for the fish to
exist, culture is always already there and provides
the context that makes it first and foremost possible
for us to live.

How can we further explicate the implicit and
tacit aspects of culture? Kitayama and Park (2010)
distinguish between different layers or key constitu-
ents of culture. A first component is explicit values
that are focused on and shared in a given cultural
group. For example, independence and individu-
alism are shared values among especially North
American cultures. In contrast, collectivism and
interdependence are the dominating and shared val-
ues in Asian cultures.

In addition to explicit values and beliefs, Kitayama
and Park (2010) assume cultural tasks as the second key
component. Cultural tasks include conventions, rou-
tines, rituals, or shared scripts for action. For instance,
the value of independence is strongly reflected in cer-
tain tasks and actions, such as interpersonal debate,
fierce competition, a focus on self-expression and
self-esteem, and the booming industry of self-help
guides. In contrast, interdependence is manifested in
the desire for social harmony, filial piety, social consen-
sus, and strong emphasis on groups.

Whereas cultural tasks can be situated at the
border between implicit and explicit processing,
Kitayama and Park (2010) assume yet a third key
component of culture that remains completely
implicit. They speak of implicit psychological and
neural tendencies. Such psychological tendencies
consist of, for instance, different types of perception
holistic versus analytic, whereas neural tendencies
surface, for instance, in the neural activity in the
ventromedial prefrontal cortex in independent and
interdependent selves (discussed previously). This
third aspect that is completely implicit or tacit is the
layer of culture that I target here because this layer is
where culture and brain seem to be most intimately
connected, and it is this intimate connection and
how it is generated that is the topic of chapter.

HOW ARE CULTURE AND BRAIN CONNECTED?
Brain-Reductive Approach

How are culture and brain connected? The
third key component in the three-layer model by
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Kitayama and Park (2010) introduces the brain.
Kitayama describes this relationship between cul-
ture and brain using the terms “embrainment of
culture” and “enculturation of brain” (Kitayama &
Uskul, 2011). What is meant by “enculturation of
brain” and “embrainment of culture”? The brain
and its neural activity are shaped and constituted
by the respective cultural context—this amounts to
enculturation of brain. At the same time, the cul-
tural context is shaped and constituted by the brain,
leading to the embrainment of culture.

How can we further describe “embrainment of
culture” and “enculturation of brain”? Depending
on one’s discipline, different approaches may be
pursued. The psychologist may want to associate a
different function with both: The embrainment of
culture may be related to those cognitive and senso-
rimotor functions that underlie our explicitly held
beliefs and values, whereas the enculturation of the
brain may be associated with the different forms of
learning, such as probabilistic learning. The neuro-
scientist may extend this by searching for the neural
correlates underlying the respective psychological
functions.

The guiding question for both psychological and
neuroscientific approaches is the following: What
are the psychological and neural mechanisms that
underlie the beliefs, values, and cultural tasks?
This differs from the approach of the anthropolo-
gist, who may rather describe the different forms
in which both the encultured brain and especially
the embrained culture are manifested in different
cultures. He or she may thus focus on the beliefs,
values, and especially the cultural tasks rather than
on their underlying cognitive and sensorimotor
functions. The guiding question here is thus: How
do the beliefs, values, and cultural tasks look in dif-
ferent cultures?

What about the philosopher? He or she may
question why and how there is such enculturation
of brain and embrainment of culture. One could,
for instance, imagine a world that is a purely logi-
cally possible world as distinguished from our actual
natural world, without both encultured brain and
embrained culture. Hence, the focus here is on the
presuppositions of embrainment and enculturation
rather than on the beliefs, values, and cultural tasks
themselves. The guiding question here is, Why and
how are embrainment and enculturation neces-
sary and thus possible at all? How can we link that
philosophical question to the brain? This is the task
of the neurophilosopher. He can provide such a
link in two different ways. He can first argue that
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the philosopher’s question of the why and how of
embrainment and enculturation is covered by the
neuroscientific question—the search for the neural
correlates of the psychological functions underlying
the beliefs, values, and cultural tasks. In this case, he
reduces beliefs, values, and cultural tasks and ulti-
mately culture as whole to the brain. One may then
want to speak of a brain-reduced approach to cul-
ture in particular and neurophilosophy in general.

Brain-Based Approach

Does such a brain-reduced approach really cover
the complexity and different layers of culture?
A brain-reduced approach may, if at all, apply to the
upper and more explicit layers of culture, the beliefs
and values (and possibly the cultural tasks) and
their underlying sensorimotor and cognitive func-
tions (including their neural correlates). In contrast,
it falls short with regard to the lower, more implicit
layers of culture—that is, implicit neural and psy-
chological tendencies as described by Kitayama
and Park (2010). Why? Those implicit neural and
psychological processes, the third key component,
can only be understood on the background of some
intimate relationship between brain and culture.
This intimate relationship between brain and cul-
ture has been expressed by different terms, including
“culture—brain nexus” (Domingez Duque, Turner,
Lewis, & Egan, 2010), “neuroculture interaction”
(Kitayama & Uskul, 2011), and “encultured brain”
(Choudary, 2010).

How can we characterize the intimate relation-
ship between brain and culture in further detail?
The intimate relationship between brain and culture
seems to hold across different cultures so that it must
be regarded as a universal feature of both brain and
culture. “Universal” here means that it occurs across
different cultures, as the anthropologist would say
(Markus & Kitayama, 1991). Such universal feature
must be distinguished from particular features that
are bound to a particular culture such as the previ-
ously mentioned beliefs, values, and cultural tasks.

The philosopher, in contrast, may want to
speak of necessity or necessary conditions; that
is, the brain cannot avoid becoming encultured
(it is thus necessarily rather than contingently
encultured) in the same way culture cannot avoid
becoming embrained. Although this sounds rather
abstract, it becomes more concrete once we turn to
neurophilosophy.

The neurophilosopher may want to say that
such intimate and seemingly necessary connection
between brain and culture may be related to the
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particular way in which the brain interacts with its
respective context, the culture. Specifically, the neu-
rophilosopher may want to investigate those neural
mechanisms by means of which the brain encodes
the cultural context into its neural activity as such.
That in turn may be central for understanding why
and how the neural activity during the various
functions—sensorimotor, affective, cognitive, and
social—is shaped by its respective cultural context.

How can we better illustrate the intimate rela-
tionship between brain and context? In the same
way that water is necessary for fish to exist, the
cultural context may be essential for the brain to
generate its neural activity. In other words, the
brain is strongly dependent on its context, the cul-
ture, for encoding and generating its neural activ-
ity that otherwise, in the absence of culture such
as when reducing it to and locating in the brain,
would remain impossible. Accordingly, instead of
“locating” culture in the brain and thus presuppos-
ing a brain-reduced approach, we need to pursue a
brain-based and culture-based approach to under-
stand the enculturation of brain: Cultural context is
a necessity for the brain to generate and encode its
neural activity. Without cultural context, the brain
could simply no longer generate its neural activity.
Where can we then “locate” culture? Culture can no
longer be exclusively located within and reduced to
the brain but, rather, between brain and its context.
Consequently, culture is as much in the brain as it
is in the context of the brain; specifically, culture
must be located or situated in the relation between
context and brain because it is here where the brain’s
neural activity is generated and encoded. This
implies that conceptually and methodologically we
need to abandon the brain-reduced approach to
culture and replace it. Accordingly, the neurophi-
losopher may better presuppose a brain-based rather
than brain-reductive approach to the brain—culture
relation because otherwise she may lose what she
aims to investigate, namely culture and its intimate
relationship with the brain.

Interaction Between Culture and Brain
HOW DO CULTURE AND BRAIN INTERACT?
Brain and Its Neural Tendencies as Fourth Layer
Previously, the model of culture by Kitayama
and Park (2010) was introduced with the three
key components—explicit values and beliefs,
implicit—explicit cultural tasks, and implicit
psychological and neural tendencies. Especially
the latter, the implicit neural and psychologi-
cal tendencies, seem to presuppose an intimate
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connection between brain and culture. This is
expressed by the terms enculturation of brain,
brain—culture nexus, neuroculture interaction,
and encultured brain.

All these concepts aim to describe the intimate
relationship between brain and culture. How is it
possible for the brain to be deeply entrenched and
dependent on its cultural context? Here, I sug-
gest complementing Kitayama and Park’s (2010)
three-component model with two additional com-
ponents in order to better understand how the inti-
mate relationship between brain and culture can be
generated.

I first suggest to distinguish what Kitayama
and Park (2010) subsume under the umbrella
term of “psychological and neural tendencies.”
Specifically, I consider psychological tendencies to
be distinct from and to build on the more basic
and preceding neural tendencies. Most important,
I suggest that both neural and psychological ten-
dencies cannot be considered as mere correlates,
with the former being sufficient of the latter. In
order for neural tendencies to be transformed into
psychological tendencies, processes such as learn-
ing as, for instance, probabilistic learning must
take place. The mere generation of neural activity
that is without any additional learning processes
may not be sufficient by itself to allow for trans-
forming culturally sensitive neural tendencies into
culturally dependent psychological tendencies.
Accordingly, learning and its dependence on the
cultural context may account for the culturally
sensitive psychological tendencies.

Learning may thus explain why our psychologi-
cal tendencies are culturally sensitive. However, this
leaves open why and how the brain’s neural activ-
ity is by itself dependent on its respective cultural
context and thus culturally sensitive. If learning
explains the step from neural tendencies to psycho-
logical tendencies, it cannot account for the cultural
sensitivity of the neural tendencies themselves. The
brain’s neural tendencies and their relationship to
the world must thus be considered independent
of learning and the psychological tendencies. This
means that we need to add the brain’s neural ten-
dencies as distinct and thus as a fourth key compo-
nent to the layers of culture suggested by Kitayama
and Park (2010).

Mechanism for Culture—Brain Interaction

What does this imply for the kind of mecha-
nisms for which we must search? We must seek
yet another mechanism besides learning in order
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to account for the cultural context dependence of
the brain’s neural activity by itself prior to and inde-
pendent of any learning processes. Conceptually,
this means that we need to add the world as a fifth
key component in our model of the different lay-
ers of culture. Specifically, we need to explain how
the world, and thus our environment and culture,
can be transformed into the brain’s neural activity in
such way that the latter becomes culturally sensitive.

What would such other mechanism that oper-
ates prior to and independent of learning look
like? Conceptually, we are thrown back to the very
basic relationship between brain and world: How
and why is the brain always already embedded
within the world and thus its various cultures?
Philosophically speaking, we are asking for the nec-
essary conditions that first and foremost make pos-
sible and unavoidable the dependence of the brain’s
neural activity on its respective cultural context. In
other words, we are searching for those conditions
that make the enculturation of the brain necessary
and unavoidable.

Neurophilosophically, one may now raise the
question regarding the nature of the exact mecha-
nisms. I postulate that the dependence of the brain’s
neural activity on its respective cultural context, its
cultural sensitivity, is related to the way the brain
generates and thus encodes its neural activity. Rather
than focusing on the neural correlates of both learn-
ing and the various psychological functions of the
brain, we here search for something much more
basic—how the brain generates and encodes its
neural activity as such (which then “later” resurfaces
in the various psychological functions).

Enculturation of Brain and Embrainment of Culture

I here claim to complement the three compo-
nents in the layer model of culture by a fourth and
fifth one. The fourth component is the brain and
its neural activity by itself as distinguished from
the psychological tendencies, the third compo-
nent. The fifth component consists of the world
or environment—the culture. This raises the ques-
tion of how the neural tendencies are transformed
into psychological tendencies. For this, I assume
learning to be central. In addition, it raises the
question of how the world and culture are trans-
formed into the brain’s neural activity for which
the particular strategy that the brain applies to
encode and generate its own neural activity may
be central.

How is all that related to the questions of the
enculturation of brain and embrainment of culture?

CULTURAL NEUROSCIENCE AND NEUROPHILOSOPHY

7/28/2015 1:27:14 AM



The way the world is related to the brain allows
for transforming the culture of the former into the
neural activity of the latter. One can thus concep-
tually speak of enculturation of brain. I henceforth
postulate that the enculturation of brain is made
possible and, most important, necessary and thus
unavoidable, by the specific encoding strategy
the brain applies to generate its own neural activ-
ity. Philosophically or better neurophilosophically
speaking, the brain’s encoding strategy may then
be considered a necessary condition in predispos-
ing and thus making possible the enculturation
of brain.

‘What about the reverse the embrainment of cul-
ture? So far, I have considered how culture is trans-
formed into the brain and its neural activity—the
enculturation of brain. This left open the oppo-
site direction, namely how the brain and its vari-
ous functions are transformed into culture—the
embrainment of culture. I now build upon the sug-
gested models of different layers that I shall briefly
recapitulate in the following.

The first and deepest layer is the world itself,
including its various environments and cultures.
No matter where or how, any brain on the second
layer must link and connect to the first level, the
world, in order to generate its own neural activ-
ity. This is possible, as I suppose, by applying a
particular encoding strategy that shall be speci-
fied in the following sections. The generation of
neural activity in turn sets the stage for making
possible learning with the subsequent transforma-
tion of neural into psychological tendencies—the
third layer. This is complemented by the fourth
layer, the cultural tasks that may find their neural
correlates in especially sensorimotor and affective
functions. Those, in turn, may make possible the
initiation of cognitive functions with the subse-
quent generation of explicitly held beliefs and
values as the fifth and highest level in our layer
model of culture.

Does this explain the embrainment of cul-
ture? No! All we showed so far is how the encul-
turation of the brain’s neural activity, as based on
the interaction between world and brain as the
first two layers, is transferred to the three higher
layers—psychological tendencies, cultural tasks,
and values and beliefs. The higher layers may thus
be encultured on the basis of the preceding encul-
turation of the brain’s neural activity. However, this
cannot yet explain how the brain and its neural
activity are transformed into culture with the subse-
quent embrainment of culture.
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Culture—Brain Iterativity

How can we account for the embrainment of
culture? I tentatively postulate that our culture gets
embrained by the impact of our brain’s sensorimo-
tor, affective, and cognitive functions and their
respective cultural manifestations, psychological
tendencies, cultural tasks, and beliefs and values. By
recruiting our brain’s sensorimotor, affective, and
cognitive functions, we cannot avoid interacting
with the environment and thus the world and its
culture. One may want to speak of some kind of
feedback of our brain to the culture: Although its
own neural activity is based and dependent on its
respective cultural context, our brains allow us to
actively impact that very same cultural context by
instantiating sensorimotor, affective, and cultural
functions. Also, because those functions are based
by themselves on the cultural sensitivity of the prior
encoding of neural activity, any impact of those
functions on the culture cannot avoid embraining
the latter—embrainment of culture (Figure 2.1).

The philosopher may now want to step forth
and argue that such a model is logically circular.
Something that is dependent on something else
cannot, at the same time, impact that on which it
is dependent. In other terms, the something that
is, the brain, cannot be dependent on the culture

‘Enculturation

Values and of brain’
Beliefs

Cognitive

 functions

Cultural tasks

Explicit

Affective/Sensory
motor functions

Psychological
tendencies Implicit

<«——— Learning

‘ Brain: Neural activity

t <«——— Encoding Necessary

_
.

‘Embrainment
of culture’

Figure 2.1 Relationship between culture and

brain: Culturebrain iterativity. This figure illustrates the
different layers of culture from world to brain, psychological
tendencies, cultural tasks, and beliefs and values. Each level or
layer is generated on the basis of the former as well as by an
additional mechanism as indicated on the right by the small
arrows. On the right, the large ascending arrow indicates the
enculturation of brain, whereas the large arrow on the left
indicates the degree of “embrainment of culture.” The latter is
achieved by feedback loops of the different levels to the world
and its culture.
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while at the same time remaining independent of it
as when impacting it. Accordingly, taken together,
enculturation of brain and embrainment of culture
seem to amount to nothing less but logical circular-
ity. That is the logical reality of the philosopher.

What about the empirical reality of the anthro-
pologist and the neurophilosopher? The empiri-
cal data show that both enculturation of brain
and embrainment of culture seem to go hand in
hand; apparently, they are intimately linked with
each other. Instead of a circular movement, there
seems to be rather an iterative movement between
brain and culture: The culture is encoded into the
brain’s neural activity, which in turn, via its senso-
rimotor, affective, and cognitive functions, becomes
manifested in the culture. That in turn changes the
cultural context that provides the very basis for the
subsequent encoding of the brain’s neural activity.

One may thus want to speak of itera-
tive loops between culture and brain, which
I term culture—brain iterativity. The concept of
culture-brain iterativity describes the reciprocal
relationship and mutual dependency between brain
and culture. This comes close to other concepts such
as “looping” (Vogely & Roepsstorf (2009), based
on lan Hacking), brain—culture nexus (Domingeuz
Duque et al., 2010), encultured brain (Choudary,
2010), and neuroculture interaction (Kitayama &
Uskul, 2011). The difference between my concept
of culture-brain iterativity and these other con-
cepts is that (1) the concept of “iterative” entails
a dynamic and reciprocal movement and mutual
dependence between brain and culture, and (2) this
dynamic that is iterative dependency is necessary
and unavoidable, meaning that it would not be pos-
sible otherwise (without losing brain and culture as
they are in our natural world, as the philosopher
would say).

How can we further support such culture-brain
iterativity on empirical grounds? Here, I focus on
the first and most basic step, the enculturation of
brain. This leads me to the question of how the brain
generates and encodes its neural activity depending
on its respective cultural context. I therefore shift
from the previously discussed conceptual questions
of culture to the more empirical issues of the brain.

Empirical Considerations: Generation
and Encoding of Neural Activity

We know much about the brain these days.
Neuroscience has explored its various molecular,
cellular, and biochemical mechanisms. Much prog-
ress has also been made with regard to the regional
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and network levels of neural activity. Functional
imaging allows us to investigate how the neural
activity of specific regions and networks is related
to particular sensory, motor, affective, cognitive, or
social functions. This has even brought conscious-
ness and other mental features into the realm of
neuroscience, whose neural correlates we search for
intensely.

One feature of the brain remains elusive, how-
ever. We do not know the brain’s neural code—that
is, the currency the brain uses to generate and pro-
cess its neural activity. This may hinder progress and
block our insight into the brain’s various functions.

We recall from biology. Francis Crick and James
Watson’s discovery of the DNA as the genetic code
has opened new pathways in our understanding
of life and has put biology on a new platform.
Analogously, unraveling the brain’s neural code may
enable us to understand why the brain works in the
way it does and can generate the various sensory,
motor, affective, cognitive, and social functions.
In other words, the detection of the brain’s neural
code may provide a novel, much-needed ground for
neuroscience.

Encoding of Neural Activity

What does the term code mean? This term
is used often to mean a metric or measure that
captures and reflects purposeful and biologically
or teleologically meaningful activity in a system
(DeCharms & Zador, 2000; Friston, 2000). As
such, the term code describes a specific processing
algorithm or instruction set according to which
information is processed in a system. Such process-
ing algorithm as metric or measure remains purely
formal by itself; this means that it is yet devoid and
prior to the constitution of any contents such as
sensory, motor, cognitive, affective, or social con-
tents, as in the case of the brain. The term code is
used in the remainder of this chapter in a purely
formal way (see also Freeman, 2007, 2011). Taken
in this sense, a code allows transforming informa-
tion from one particular form into another form in
order to make possible the subsequent processing
of that information.

For instance, the computer codes any kind of
incoming stimuli according to 0 and 1, a format
that allows the computer to further process the
stimuli and their information. Although we do
know very well the basic code and its respective for-
mat in the case of the computer, we are currently at
a loss when it comes to the basic code of the brain,
the neural code, and the kind of format it entails. In
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other words, we currently lack the knowledge of the
neural code (e.g., the metric or measure) that the
brain applies to the encoding and processing of its
own neural activity.

I propose that such basic metric or measure
applies to any neural activity in the brain, whether
it is stimulus-induced activity or the brain’s resting
state activity (this distinction is discussed later). The
basic metric or measure provides a common code
or, more metaphorically stated, a common currency
or language for all kinds of neural activities in the
brain. This makes possible, for instance, the direct
interaction between the different associated func-
tions (sensory, motor, affective, cognitive, social,
etc.) and their respective neural networks as it is
often observed in functional brain imaging in affec-
tive, cognitive, and social neuroscience.

Matters are far from simple, however. Searching
for the term “neural code” in the current Internet
databases will reveal an abundant and almost infla-
tionary use of this term. The term “code” is used on
different levels, ranging from the molecular to the
cellular and also population levels to the regional
and network levels of the brain’s neural activity. Most
often, the term neural code is intended to describe
activity changes at the cellular level as observed in
single or multi-unit electrophysiological recordings.
This is the case, for instance, in the concept of “rate
coding” that describes the carrying (and represent-
ing) of information in the neurons firing rates as
the rate of the latter varies with the changes in the
former (Friston, 2009; Singer, 1999, 2009).

The term neural code is also often used to
describe the temporal constellation of neural activ-
ity on especially the population level of neural
activity. This is the case, for instance, when one
speaks of “temporal coding” or “synchrony cod-
ing”: Temporal coding describes the neuronal syn-
chronization of different neuron populations and
regions across time as observed in recording stud-
ies in both primates and humans (Engel & Singer,
2001; Lutz, Lachaux, Martinerie, & Varela, 2002;
Rodriguez et al., 1999; Singer, 1999, 2009).

The situation is even more complex, however.
Although often associated with the cellular and
population levels of neural activity, the term code
can also be used on the level of regions and neu-
ral networks, the regional and network level. One
example is the concept of predictive coding that is
often used in the context of functional imaging of
different regions during, for instance, reward and
mirror neurons (Friston, 1995, 1997, 2000, 2009;
Montague, King-Casas, & Cohen, 2006).
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The concept of predictive coding proposes that
neural activity in particular regions such as the
ventral striacum (e.g., during reward) stems from
the comparison between predicted and actual
inputs. The measure or metric determining neural
activity on a regional level thus pertains to a dif-
ference: Predictive coding proposes that the neural
activity in particular regions is based on the encod-
ing of a difference, the difference between predicted
and actual input.

Neural Code as “Common Currency”
Between Different Levels of Neural Activity

How do these different forms of neural coding
stand in relation to each other? Rate coding, tem-
poral coding, and predictive coding are sugges-
tions for a neural code on specific levels of neural
activity—cellular, population, and regional. What
remains unclear, however, is how these different lev-
els of neural activity can communicate and interact
with each other. To do so, they must share the same
code so that, for instance, the single cell’s number
of spikes translates into population activity and
ultimately into the activation of a specific region or
even network. Hence, the interaction between dif-
ferent levels of neural activity requires what may be
described as “common currency.”

Of what does “common currency” consist? Such
common currency needs to link the different levels
of the brain’s neural activity—cellular, population,
and regional (and network)—in order to make pos-
sible their direct interaction. Only if, metaphorically
speaking, the different levels of the brain’s neural
activity “speak the same language” and “use the
same currency” can they interact with each other.
What is the “common currency” or “language” of
the brain that links and glues its different levels of
neural activity together? We currently do not know.

Encoding Versus Decoding of Neural Activity

So far, I have discussed the concept of the neu-
ral code as purely formal measure/metric and as
“common currency” between the different levels
of neural activity. There is yet another feature that
needs to be mentioned. The concept of the neural
code can be understood in terms of either “encod-
ing” or “decoding” (Friston, 2009; Haynes, 2009,
2011; Kay, Naselaris, Prenger, & Gallant, 2008;
Naselaris, Kay, Nishimoto, & Gallant, 2011;
Naselaris, Prenger, Kay, Oliver, & Gallant, 2009).
The concept of encoding concerns how stimuli
and their features are transformed and translated
into neural activity. The focus here is on how
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information from the outside of the brain, such
as from the world, generates neural activity: How
must the neural activity in the inside of the brain
be generated in order to contain some informa-
tion about the stimuli and their features from the
outside world? Accordingly, encoding describes
the strategy that the brain applies to generate its
own neural activity during the encounter with
stimuli from outside of the brain.

This is different in decoding. Unlike in encod-
ing, the focus here is not so much on the generation
of neural activity by stimuli from the outside of the
brain. Instead, decoding focuses on the informa-
tion that is contained in the brain’s neural activity
(Friston, 2009; Haynes, 2009, 2011). The guiding
question here is, What information about the out-
side world and its stimuli and features is contained
in the brain’s neural activity?

Decoding refers to the information about the
outside world as it is contained in the brain’s neu-
ral activity. This distinguishes it from encoding.
Rather than focusing on the information itself as it
is contained in neural activity, encoding searches for
how the neural activity itself is generated. The brain
must generate and thus encode its neural activity in
a particular way in order to contain some informa-
tion about the outside world. Encoding thus pre-
cedes decoding in very much the same way as the
older twin precedes the younger one.

The difference between encoding and decoding
goes along with different methodological strategies
in the analysis of brain imaging data such as from
fMRI, for instance. This is well expressed in the fol-
lowing quote by Naselaris et al. (2011):

Most current understanding has been achieved by
analysing fMRI data from the mirror perspectives

of encoding and decoding. When analysing the

data from the encoding perspective, one attempts

to understand how activity varies when there is
concurrent variation in the world. When analysing
data from the decoding perspective, one attempts to
determine how much can be learned about the world
(which includes sensory stimuli, cognitive state, and
movement) by observing activity. (p. 401)

For instance, Kay et al. (2008) observed that the
three-dimensional space of the stimuli from natural
scenes, the “input space,” is mirrored in the space of
the stimulus-induced different voxels in visual cor-
tex, the “activity space.” Sandwiched between the
stimuli’ input space and the brain’s activity space are
the features of the stimuli and their respective space,
the “feature space.” The feature space provides the
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translation and thus bridges the gap between the
environment’s input space and the brain’s activity
space (Naselaris et al., 2009).

Narrow Versus Wide Version of Encoding

One may distinguish between narrow and wide
versions of the concept of encoding. Most gener-
ally, encoding describes a formal measure or met-
ric of how neural activity is generated in relation
to stimuli and their features. Usually, these stimuli
and their features are understood to originate in the
environment thus concerning exteroceptive stimuli
(Kay et al., 2008; Naselaris et al., 2009, 2011). This
is the narrow version of encoding that concerns
the encoding of exterocepetive stimuli into neural
activity.

In addition to exteroceptive stimuli from the
environment, the interoceptive stimuli from the
own body also generate neural activity and thus also
need to be encoded. Furthermore, as it will become
clear later, the intrinsic activity in the brain, its
spontaneous or resting state activity, is undergoing
continuous changes that also need to be encoded
into neural activity. Accordingly, in addition to
exteroceptive stimuli from the environment, intero-
ceptive stimuli from the body and the intrinsic
activity changes within the brain require some kind
of encoding,.

This means that the encoding of neural activ-
ity cannot be restricted to exteroceptive stimuli
alone. Instead, we need to understand the concept
of encoding in a wider way that includes all extrin-
sic stimuli, intero- and exteroceptive, from both
body and environment. In addition, we also need
to consider the encoding of activity changes that
are induced by the brain and its intrinsic activity.
Taken together, we need to opt for a wide version of
encoding that pertains to any kind of neural activity
generated in the brain independent of its origin in
environment, body, or brain.

My focus here is on how the brain generates and
thus encodes neural activity. Rather than on decod-
ing information from neural activity, my focus is on
the encoding and thus generation of neural activity.
This pertains to neural activity in general irrespec-
tive of its origin in brain, body, or environment.
I thus presuppose the wide version of the concept of
encoding throughout.

Neuronal Considerations: Encoding
of Neural Activity

So far, we have discussed the concept of encod-
ing and how it must be distinguished from other

CULTURAL NEUROSCIENCE AND NEUROPHILOSOPHY

7/28/2015 1:27:15 AM



concepts such as decoding, as well as how it applies
to the brain and its neural code. However, this
left open (1) the specific encoding strategy that
the brain applies to generate and encode its neu-
ral activity and (2) how that encoding strategy can
account for the here targeted necessary dependence
of the brain’s neural activity on its respective cul-
tural context—that is, enculturation of brain. This
is the focus of the following section.

Encoding and Redundancy

We are bombarded with a multitude of inputs
from the environment, such as sensory stimuli
including various forms of light intensity and
changes in sound pressure, gustatory and olfactory
stimuli, and so on. How does the brain process all of
these stimuli? Different possibilities exist.

For instance, the brain could process each stim-
ulus by itself, independent of the respective other.
In this case, the multitude of stimuli would cor-
respond to the number of active neurons, imply-
ing a one-to-one relationship between stimuli
and neurons. Such a coding strategy is described
as “local coding.” Roughly, local coding proposes
that each stimulus and, specifically, its physical
features such as color and motion are encoded
separately in different neurons. Local coding thus
proposes a one-to-one relationship between the
number of stimuli and the number of active neu-
rons (Figure 2.2).

However, as demonstrated in detail later, such a
one-to-one relationship between stimuli and neu-
rons cannot be observed. Instead, the various sen-
sory stimuli are represented by a relatively small
number of simultaneously active neurons compared
to the large number of neurons present in the brain.
Thus, there is a many-to-one relationship between
sensory stimuli and active neurons, amounting to
what is called “sparseness” in the neuronal repre-
sentation of sensory input. The sensory inputs are
processed and coded in a sparse way—that is, by a
number of active neurons lower than the number
of stimuli—entailing what is called “sparse cod-
ing” (for reviews, see Jacob, Vallentin, & Nieder,
2012; Molotchnikoff & Rouat, 2012; Olshausen &
Fields, 2004; Rolls & Treves, 2011; Simoncelli &
Olshausen, 2001).

Let us now describe sparse coding in further
detail and, in particular, why such sparse encoding
of sensory stimuli may be beneficial. When encoun-
tering our environment, our brain is confronted
with a multitude of stimuli. Not every stimulus is
relevant, however.
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Number of Number of active Relationship
stimuli neurons between
stimuli and
neurons
Local _ One-to-one
Coding J— — — (local)
geglse JE— One-to-many
oding _ L (dense)
Spar.se — Many-to-one
Coding e — — (sparse)

Figure 2.2 Different strategies of neural coding. This figure
shows different possible strategies of encoding stimuli into the
neurons’ activity. Thereby, the relationship between the number
of stimuli and the number of active neurons is central. If their
relationship is one-to-one, one speaks of “local coding.” If the
number of active neurons exceeds the number of stimuli, one
speaks of “dense coding.” If the reverse is the case—the number
of stimuli exceeding the number of active neurons—sparse
coding must be assumed.

If, for instance, we hear a bird singing the same
tone over and over, it is relevant the first time (if
at all) but becomes increasingly irrelevant with
each repetition. There are thus plenty of irrelevant
stimuli—that is, redundancies. Coding each of
these redundant stimuli on a one-to-one basis, as
proposed in local coding, would be highly inefli-
cient. One could hear the brain saying (if it could
speak by itself as for instance in an imaginary
thought experiment), “Why should I waste my pre-
cious neural and energetic resources on stimuli that
are irrelevant for my owner?”

Encoding Strategies

How do our brains deal with redundancies in
sensory input? The British neuroscientist Horace
Barlow, born in 1921 as great-grandson to Charles
Darwin, focused on this question. Barlow (1972,
2001) suggests that such redundancies in sensory
inputs are central and provide important knowledge
about our environment that is processed and coded
in the activity changes of the brain and specifically
in the sensory cortex.

However, this makes it even more difficult for
the brain. The brain is confronted with a “difficult
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choice,” as one may want to say in a figurative
way: There is plenty of redundancy in the sensory
inputs that needs to be reduced, but at the same
time such redundancy may contain some useful
information. The brain is thus torn between dis-
carding redundant information and retaining infor-
mation that could be of potential relevance.

How can the brain “deal” with the contradictory
requirement of discarding and retaining informa-
tion at the same time? We already discarded local
coding as one possible option because it requires
too much effort to encode seemingly redundant
information.

Another possible coding strategy could be to
select or compress the multitudes of sensory inputs,
amounting to what Barlow calls “selective coding” or
“compressive coding” (Barlow, 2001, p. 243). Such
selective coding retains certain inputs while dis-
carding others. This entails that the latter ones, the
discarded inputs, are lost irreversibly; this is problem-
atic, however, because these inputs may potentially
be relevant in the future. Hence, selective or com-
pressive coding may be an insufficient coding strategy
to deal with the problem of redundancy.

“Encoding of the Stimuli” Natural Statistics

Barlow suggests an alternative strategy to both
“local and selective coding.” Rather than coding
each stimulus by itself, as in local coding, or select-
ing stimuli, as in selective coding, he suggests that
the brain codes and represents chunks of stimuli
and their details together, for example, as “gathered
details” (Barlow, 2001, p. 248). Let us explain what
exactly is meant by “gathered details.” These gath-
ered details may, for instance, concern the sensory
inputs’ frequency of occurrence across the different
discrete points in physical time and space. In the
previously mentioned example of the singing bird,
this raises the question of whether the stimulus
occurs with a certain temporal regularity (i.e., the
same tone over and over again) and whether the
bird’s tone occurs in conjunction with other stimuli,
such as the moving of leaves (due to the bird’s efforts
while singing).

How can we specify such encoding strategy? Let
us start with what is not encoded into neural activ-
ity because that will make it easier for us to bet-
ter understand the brain’s actual encoding strategy.
Barlow proposes that the sensory cortex does not
encode each tone by itself, including its respective
discrete point in physical time and space (e.g., its
respective temporal and spatial position). The single
tone and its respective spatial and temporal features
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are not encoded by themselves and thus separate
and in isolation from the other tones as proposed
in local coding.

After having shown how the brain does not
encode, we now can turn our focus to the brain’s
actual encoding strategy. Instead of encoding single
stimuli by themselves, the brain seems to encode
the distribution of the stimulus, the tone during the
bird’s singing, across its different discrete points in
physical time and thus the frequency distribution
of the tone. The brain may also encode the spatial
position of the bird’s tone relative to the tree’s mov-
ing leaves, for instance.

What is encoded into neural activity is thus the
statistical frequency distribution of stimuli (e.g.,
the tone) across different discrete points in physi-
cal time and space. This is what Barlow describes as
the encoding of the stimuli’s “natural statistics,” the
statistical frequency distribution of a stimulus across
different discrete positions in time and space. Rather
than encoding each single point in time and space
by itself, our brains encode the variability and thus
the frequency with which a particular point in time
and space occurs. This means that what is encoded
into neural activity is rather the variability of that
particular point across time and space and thus its
statistical frequency distribution. Such encoding of
the stimuli’s natural statistics is indeed supported by
findings especially in the visual and auditory cor-
tex (David, Vinje, & Gallant, 2004; Lewicki, 2002;
Olshausen & Field, 1996; Olshausen & O’Connor,
2002; Rozell, Johnson, Baraniuk, & Olshausen,
2008; Simoncelli & Olshausen, 2001; Willmore,
Mazer, & Gallant, 2011).

“Informational Inefficiency” of Alternative
Encoding Strategies

Encoding of the stimuli’s natural statistics
implies that several stimuli are encoded by the neu-
ral activity of one neuron, entailing a many-to-one
relationship and thus sparse coding. Accordingly,
sparse coding can tentatively be defined as the neu-
ral coding of the stimuli’s natural statistics across
different discrete points in physical time and space.
Before going into empirical detail, I briefly contrast
sparse coding with other possible coding strategies
with regard to how they stand in relation to the ear-
lier mentioned problem of redundancy.

Instead of only a few neurons being recruited
during multiple sensory inputs, a higher number of
neurons may respond to most stimuli. For instance,
one stimulus may then induce the activity of several
neurons. This implies a one-to-many relationship
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between stimuli and neurons and amounts to what
is called “dense coding” (Vinje & Gallant, 2000).

However, such dense coding is highly redun-
dant in that it codes the same sensory input in the
activities of many neurons while each neuron con-
tains only a small amount of information. The high
redundancy and the small amount of information
encoded in the neurons’ activity make such dense
coding rather inefficient (Vinje & Gallant, 2000).
One may thus want to speak of the “informational
inefficiency” of “dense coding.”

Alternatively, each sensory input may be coded
separately by one specific neuron in a one-to-one
way, which is described as “local coding” (Vinje &
Gallant, 2000). The neurons would then be tuned to
give highly selective responses to extremely specific
sensory inputs. Given the almost unlimited num-
ber of possible sensory inputs, this would require an
implausibly large number of neurons.

In addition, each neuron would also need to show
extremely specific computational properties as being
tuned to only one particular sensory input, if not
to only one specific physical feature. However, this
is not only empirically implausible but also highly
inefficient with regard to the number of required
computations and the amount of energy needed for
each of the different computations. Informational
inefficiency may thus be closely linked to “compu-
tational and energetic inefficiency.”

Informational Efficiency of the Encoding
of Natural Statistics

The inefficiency of both dense and local coding
must be distinguished from the apparent efficiency
of sparse coding. Sparse coding allows for maxi-
mum information to be encoded when generating
neural activity on the basis of the natural statistics
and thus the spatiotemporal structure across sensory
inputs, rather than encoding single sensory inputs.
Such sparse coding requires the recruitment of only
a few neurons that encode the sensory inputs’ statis-
tical structure.

Unlike dense and local coding, sparse coding
may therefore be considered a rather efficient way
of neural coding by allowing for a good, if not
maximally high, ratio between the amount of coded
information and the number of neurons that need
to be recruited. Because it allows for maximal infor-
mation transfer and minimal involvement of active
neurons, sparse coding is also described as “efhi-
cient coding” (Lewicki, 2002; Olshausen & Field,
1996; Olshausen & O’Connor, 2002; Simoncelli &
Olshausen, 2001).
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Such “informational efficiency” of sparse coding
may be closely linked to both computational and
energetic efficiency. The number of computations
required for the processing of stimuli is lower than
the number required in both local and dense cod-
ing, so sparse coding may be more computationally
efficient. That in turn implies lower energy demands
and thus “energetic efficiency.” Accordingly, sparse
coding and its encoding of natural statistics may be
described as an “efficient coding strategy” for infor-
mational, computational, and energetic demands
(for details, see Northoff, 2013a).

Neurocultural Considerations: Encoding
of “Sociocultural Statistics” Into
the Brain’s Neural Activity

Can the encoding of the stimuli’s natural sta-
tistics account for the observed changes in cultural
neuroscience? Yes and no. Yes, the data clearly show
that the frequency of a particular stimulus or task
plays a central role in yielding cultural differences
in neural activity. The encoding of the frequency
distribution of stimuli and thus natural statis-
tics may therefore be central in generating neural
activity.

However, the data go beyond that. They also
show that the same stimuli are processed in differ-
ent ways in different context. This is possible only
if the encoding of neural activity is dependent not
only on the frequency of the stimuli but also on the
frequency of the context in which the stimuli occur.
Hence, it is not only the natural statistics of the
stimuli themselves that are encoded but also their
statistical relationship to their respective social and
cultural context. One may here speak of either con-
textual statistics or, specifically, sociocultural statis-
tics that are encoded into the brain’s neural activity.

How can we describe such sociocultural statistics
in further detail? What is encoded into the brain’s
neural activity is neither the single stimulus alone
nor its natural statistics. Instead, it is the statistical
frequency distribution of the stimulus in relation to
its sociocultural context—the stimulus’ natural sta-
tistics in conjunction with its sociocultural statistics
(Figure 2.3).

Let us explicate such encoding dependent on
the sociocultural context in further detail. The
concept of natural statistics describes that the sta-
tistical frequency distribution of a particular stim-
ulus is encoded across time and space. One may
thus want to speak of a natural statistical frequency
distribution. However, things are not so easy. The
very same stimulus may also occur in conjunction
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Assignment of value: Natural statistics
of exteroceptive target stimulus

Social context: Social statistics of
co-occurring exteroceptive stimuli,
e.g., persons, etc.

Actual neural activity:

Matching and comparison
between natural, cultural,
and social statistics
determines neural activity
in the reward system

Neural activity in reward system,
i.e., Ventral tegmental area (VTA,
lower/small voxel) and ventral
striatum (VS, upper, bigger voxel)

Cultural context Cultural
statistics of associated stimuli,
e.g., tasks, beliefs, etc.

Figure 2.3 Encoding of neural activity. This figure illustrates that the brain generates its neural activity by encoding different
statistical frequency distributions, natural statistics, social statistics, and cultural statistics. We take here the neural activity in the

reward system and specifically in the ventral striatum as a paradigmatic example that is supposed to apply to all regions and their

generation and encoding of neural activity.

with other stimuli at the same point in time and
space in the context of the particular stimulus.
That co-occurrence of the particular stimuli with
other stimuli may also be encoded into neural
activity.

This means that not only the single stimulus and
its natural statistics but also its relationship to other
stimuli in its respective sociocultural context are
encoded into neural activity. The generated neural
activity may then be based not only on the natu-
ral statistics of our target stimulus but also on its
co-occurrence with other stimuli in its respective
social and cultural context—its sociocultural statis-
tics. In short, the brain may encode both the natural
statistics and the sociocultural statistics of stimuli
into its neural activity.

Social and Cultural Contexts and
the Encoding of Sociocultural Statistics

Let us give a paradigmatic example of an fMRI
study. Using fMRI, Fliessbach et al. (2007) dem-
onstrated that the activity in reward circuitry (e.g.,
the ventral striatum) was highest when the person
in the scanner received $30 in a gambling task and
knew that another fictive player got less—that is,
$10. However, neural activity in reward circuitry
decreased when the fictive player got $60, even
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though the person in the scanner still received the
same amount as before (i.e., $30).

How is this possible? One would expect the neu-
ral activity in the reward system to remain the same
in both cases because the person receives the same
amount of money (i.e., $30). This is not the case,
however. Neural activity increased when the per-
son in the scanner received a higher amount than
the person outside, whereas the opposite was the
case in the reverse scenario. Hence, neural activity
in reward circuitry is determined not so much by
the actual stimulus and its specifically associated
value—that is, $30. Instead, neural activity seems
to be determined by the relation between the actual
stimulus (i.e., $30) and the stimuli in the respective
social context—that is, the other person receiving
either $10 or $60.

The study demonstrated that neural activity in
the reward system depended on whether the person
inside the scanner receives a higher or lower amount
of reward than the one outside the scanner. How is
that possible? This is possible only when assuming
that what is encoded into neural activity of reward is
not the absolute amount of the actual stimulus (i.e.,
$30) the person in the scanner receives by itself.
Instead, the relation or the difference between the
two stimuli—that is, the difference in the amounts
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of money between the two persons inside and out-
side the scanner—must be encoded into the reward
system’s neural activity.

Both stimuli (i.e., the different amounts of
money) are apparently compared and matched
with each other, with the result of this process
determining the degree of neural activity in the
reward system. This means that the social relation
signified by the difference between the own and the
other person’s amounts of money is encoded into
the neural activity change of the reward circuitry.
Put into our term used previously, this means that
what is encoded into the brain’s neural activity
must be the sociocultural statistics of the reward
stimulus—the $30 the participant in the scanner
is supposed to receive. Otherwise, by assuming the
mere encoding of that stimulus by itself or its natu-
ral statistics, we cannot explain the dependence of
the reward-related activity on its respective social
context.

The same may now apply to the cultural con-
text. The merely statistical co-occurrence of specific
stimuli with particular values, beliefs, behavioral
patterns, and cultural tasks may be encoded into the
brain’s neural activity in very much the same way as
the social context seems to be encoded. Although
this remains to be shown in future experimental
designs, one may conceptually then speak of the
encoding of sociocultural statistics into the brain’s
neural activity.

The concept of sociocultural statistics means
that in addition to the natural statistics of the tar-
get stimulus, its statistical occurrence with other
stimuli in its respective social and cultural con-
text is also encoded into the brain’s neural activity.
Such encoding of sociocultural statistics may then
be the empirical mechanism that may eventually
underlie what was described previously conceptu-
ally as enculturation of brain—the transformation
of world and culture into the neural activity of the
brain. Accordingly, if correct, the brain’s encoding
strategy may have not only major empirical but
also conceptual ramifications that shall be indicated
briefly in the next section and the remainder of the
chapter.

Encoding and Cultural Neuroscience

Cultural neuroscience and its results seem to
lend some indirect support to the encoding of the
related sociocultural statistics into neural activity
during perception. However, this is only indirectly
inferred from the current data and needs to be
demonstrated more directly in future experimental
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investigations. In contrast to perception, there
are no data on the encoding of natural statistics
let alone socionatural statistics in the case of mental
features such as the self. Here again, the data from
cultural neuroscience on the self suggest that the
encoding of neural activity during mental features
such as the self seems to underlie the same kind of
encoding strategy as during purely physical features
in perception.

Future investigations should therefore examine
whether the activity during self-specific stimuli is
based on the encoding of their natural and socio-
cultural statistics. Cultural neuroscience provides
the rational and background evidence for such an
hypothesis that, if true, will have far-reaching impli-
cations for our understand of mental features in
general (Northoff, 2013a, 2013b).

In summary, it can be seen that cultural neu-
roscience can clearly benefit from consideration
of the brain’s encoding strategies, the encoding of
the stimuli’s natural statistics. At the same time,
cultural neuroscience can enrich the debate by
showing that the assumption of the encoding of
natural statistics needs to be complemented by
considering the stimuli’s sociocultural statistics as
the mechanism underlying the enculturation of
brain. This in turn will lead to exciting new experi-
mental approaches that reverberate far beyond
cultural neuroscience into neuroscience in gen-
eral and its investigation of how the brain’s neural
activity brings forth mental features such as self,
consciousness, and others that as such are universal
though particular in their respective contents that
are culturally dependent.

Neuroconceptual Considerations: Cultural
Neuroscience, Neurophilosophy, and
Psychiatry

Enculturation of Brain as the Statistically
Based Virtual Extension of the Brain’s
Neural Activity Into the Environment

What does the enrichment of the natural statis-
tics by the encoding of the sociocultural statistics
imply for our characterization of the brain and its
neural activity? The concept of the brain and what it
is and how it functions in principle is a central con-
cern of neurophilosophy. What is the brain? And
how does it function?

The brain’s neural activity is often taken for
granted and taken as fact in neuroscience in general
and cultural neuroscience in particular. The neural
activity is simply presupposed and taken as a given.
What is then investigated is how stimuli and tasks
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induce neural activity and how that is distributed
in different regions and networks. In contrast, the
generation of neural activity by itself prior to and
independent of any particular stimuli or tasks and
a specific region or network is rarely considered by
itself. This was the focus of this chapter.

We demonstrated that the brain may generate
its neural activity by encoding the stimuli’s natu-
ral statistics rather than the single stimulus itself
into neural activity. This, as I suggest here, needs to
be complemented by the encoding of the stimuli’s
sociocultural statistics.

What does this imply for the characterization of
the brain? The brain’s neural activity may then no
longer be localized in and reduced to the inside of
the brain and its anatomical structures. Although it
is manifest there, the brain’s neural activity extends
beyond the physical boundaries of the brain in a
statistically based way to the sociocultural context,
the environment. Also, it is this statistically based
virtual extension of the brain’s neural activity that
may make possible the apparent constitutive con-
text dependence of its neural activity, including its
necessary (i.e., unavoidable) dependence on the cul-
tural context—the enculturation of brain.

Brain-Based Versus Brain-Reductive
Approaches in Cultural Neuroscience and
Neurophilosophy

The statistically based virtual extension of the
brain’s neural activity beyond its own physical
boundaries and anatomical structures has important
implications for both neurophilosophy and cultural
neuroscience. If the brain does indeed encode its
neural activity depending on the natural and socio-
cultural statistics, it may shed a novel light on how
the brain’s purely neuronal states are able to gener-
ate mental features such as self and consciousness.

The mental features and their underlying neural
activity can then no longer be reduced to and local-
ized within the brain. Instead, mental features may
then be associated with the statistically based virtual
extension of the brain’s neural activity into its socio-
cultural context. This not only provides new ideas
and hypotheses for future experimental testing in
neuroscience (Northoff, 2013b) but also has con-
ceptual implications for neurophilosophy.

Neurophilosophy can then no longer argue that
mental features can be reduced to the brain, thus pur-
suing a brain-reductive approach. Instead, mental
features are brain-based rather than brain-reductive,
which more generally implies a brain-based rather
than brain-reductive form of neurophilosophy
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(Northoff, 2004, 2014). Cultural neuroscience may
be one of the prime witnesses and supporters of
such a shift from a brain-reductive to a brain-based
neurophilosophy. Why? Because nowhere else can it
be better seen than in cultural neuroscience that the
brain and its neural activity are apparently intrin-
sically and thus constitutionally dependent on its
respective sociocultural context.

This also reverberates into cultural neuroscience.
As stated initially, there is much discussion in cul-
tural neuroscience to explain the cultural context
dependence. Our neurophilosophical excursion
sheds a novel light on this debate: It shows that it is
the brain itself and how it encodes its neural activ-
ity that makes it necessary or unavoidable that any
neural activity is dependent on its respective socio-
cultural context by default.

Like neurophilosophy as its theoretical sibling,
cultural neuroscience may therefore be character-
ized as brain-based rather than brain-reductive.
Cultural neuroscience may pave the way here for
its older empirical sibling, neuroscience in general,
which then may be able to possibly reach an under-
standing of why the brain yields mental features on
the basis of its particular strategy of encoding its
own neural activity.

Cultural Dependence of Symptoms
in Psychiatric Disorders Such as Depression

One may now want to argue that such a
brain-based approach is merely conceptually rel-
evant. This is not the case, however. We previ-
ously demonstrated that a brain-based approach
is essential in understanding the brain’s encod-
ing strategy—its encoding of the stimuli’s natural
and sociocultural statistics. Presupposing a merely
brain-reductive approach, one would probably stop
at the encoding of the stimuli’s natural statistics
while neglecting the additional encoding of their
sociocultural statistics.

How is such encoding of the stimuli’s socio-
cultural statistics manifested in our behavior? It
was previously mentioned that many results, if
not most, from cultural neuroscience lend empiri-
cal support to such an encoding strategy. Another
example is psychiatric disorders such as depression.
Here, developmental and thus sociocultural and
neuronal aspects are strongly intertwined, which, as
I tentatively assume at this point in time, may be
possible only on the basis of the brain’s encoding
of the stimuli’s sociocultural statistics. Are depres-
sion and its symptoms dependent on its respec-
tive context? If so, one would expect, for instance,
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cultural differences in depressive symptoms. Are
their cultural differences in major depressive dis-
order (MDD)? MDD has been observed to occur
across all geographical areas studied, although with
transcultural differences in symptom presentation
and prevalence estimates (Ballenger et al., 2001).
Somatic symptoms, due to heightened interoceptive
awareness (IA) in MDD, have often been regarded
to occur more often in non-Westerners (Arnault,
Sakamoto, & Moriwaki, 2006; Ryder, Bagby, &
Schuller, 2002; Ryder et al., 2008), although ques-
tions as to this position are raised by the fact that
somatization is also often observed in Western
cultures (Kirmayer, 2001; Kirmayer & Groleau,
2001). What is clear, however, is that the cognition
and determination of the self as mediated cultur-
ally strongly impact on the symptoms and course of
depression (e.g., see Kirmayer, 2001), thus requiring
research that focuses on cultural neuroscience and
psychopathology (Choudhury & Kirmayer, 2009).

What remains unclear is whether these trans-
cultural differences are related to depression itself,
thus being a feature of MDD, or whether they are
related to a more basic transcultural difference that
is already present in healthy subjects. This is even
more important to consider given the fact that
psychological studies (Markus & Kitayama, 1991,
2003) demonstrate differences in IA and extero-
ceptive awareness and self-referential processing
between Eastern and Western cultures (Ma-Kellams,
Blascovich, & McCall, 2012).

These points raise the question as to whether
the transcultural differences in depression are a
feature of MDD or whether they reflect a princi-
pal East—West difference in the definition of one’s
self being present already in healthy subjects. The
study of depressive symptomatology has shown that
Chinese patients endorsed a higher proportion of
somatic symptoms and that Chinese participants
also used more somatic words when describing
emotional experience compared to Westerners (Yen,
Robins, & Lin, 2000). A growing body of research
supports that somatization reflects a poor interocep-
tive awareness—that is, such somatization suggests
a culturally bound tendency to misperceive one’s
own internal states (Aronson, Barrett, & Quigley,
2001;Bogaerts et al., 2008; Gardner, Morrell, &
Ostrowski, 1990). However, to date, little research
has examined potential underlying neuronal mech-
anisms due to transcultural differences.

It is clear, however, that the observed cultural
sensitivity of depressive symptoms may be closely
related to the encoding of sociocultural statistics.
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Only if the social and cultural context is trans-
formed and specifically encoded into the brain’s
neural activity can the latter generate symptoms in
pathological states such as depression that by them-
selves are culturally sensitive. Although largely spec-
ulative, one may therefore suggest that the encoding
of sociocultural statistics may open new doors not
only to cultural neuroscience in particular and neu-
roscience in general but also to psychiatry.

Conclusion: Fruitful Marriage Between
Neurophilosophy and Cultural
Neuroscience

This chapter demonstrated that mutual and
bilateral exchange between cultural neuroscience
and neurophilosophy may be helpful for both disci-
plines. Neurophilosophy (and also neuroscience in
general) may gain a deeper and broader understand-
ing of the brain by considering the cultural context
dependence—that is, enculturation of brain—as
investigated in cultural neuroscience. This may con-
tribute to a better understanding of how the brain
generates mental features as it is relevant for neu-
roscience in general as well as to the develop-
ment of a more complex brain-based rather than
brain-reductive form of neurophilosophy. Such a
brain-based approach may then help us to explain
the bilateral and iterative relationship between brain
and culture—the culture-brain iterativicy—as
it is manifest in both enculturation of brain and
embrainment of culture.

Conversely, cultural neuroscience may benefit
from a side view on neurophilosophy. This provides
different strategies of how the brain generates and
encodes its own neural activity, which may then
be tested for their empirical plausibility in cultural
neuroscience. This may result in novel experimental
approaches in cultural neuroscience that focus more
on the encoding and the sociocultural statistics of
the culturally varying contents than on the contents
themselves and their respective sensorimotor, affec-
tive, and cognitive functions. This will make it pos-
sible for us to understand why and how the brain
and its neural activity are necessarily dependent on
the cultural context—that is, why and how there is
enculturation of brain rather than cultural indepen-
dence with what may be described as “isolation of
brain.” Finally, by considering the encoding of the
sociocultural statistics in the brain’s neural activity,
cultural neuroscience may serve as paradigmatic and
exemplary model for our understanding of the brain
in general and thus other domains and branches of
neuroscience including psychiatry.

NORTHOFF 37

7/28/2015 1:27:16 AM




OUP UNCORRECTED PROOF - FIRSTPROOFS, Tue Jul 28 2015, NEWGEN

References

Arnault, D. S., Sakamoto, S., & Moriwaki, A. (2006). Somatic
and depressive symptoms in female Japanese and American
students: A preliminary Transcultural
Psychiatry, 43(2), 275-286.

Aronson, K. R,, Barrett, L. E, & Quigley, A. S. (2001). Feeling
your body or feeling badly: Evidence for the limited valid-

investigation.

ity of the Somatosensory Amplification Scale as an index of
somatic sensitivity. Journal of Psychosomatic Research, 51(1),
387-394.

Ballenger, J. C., Davidson, J. R., Lecrubier, Y., Nutt, D. J.,
Kirmayer, L. J., Lépine, J. P, et al. (2001). Consensus state-
ment on transcultural issues in depression and anxiety from
the International Consensus Group on Depression and
Anxiety. Journal of Clinical Psychiatry, 62(Suppl. 13), 47-55.

Barlow, H. B. (1972). Single units and sensation: A neuron doc-
trine for perceptual psychology? Perception, 1(4), 371-394.

Barlow, H. B. (2001). The exploitation of regularities in the envi-
ronment by the brain. Behavioral and Brain Sciences, 24(4),
602-607.

Bogaerts, K., Millen, A., Li, W., De Peuter, S., Van Diest, L.,
Vlemincx, E., et al. (2008). High symptom reporters are
less interoceptively accurate in a symptom-related context.
Journal of Psychosomatic Research, 65(5), 417-424.

Choudary, S. (2010). Culturing the adolescent brain: What can
neuroscience learn from anthropology? Social, Cognitive, and
Affective Neuroscience, 5, 159-167.

Choudhury, S., & Kirmayer, L. J. (2009). Cultural neurosci-
ence and psychopathology: Prospects for cultural psychiatry.
Progress in Brain Research, 178, 263-283.

Churchland, P S. (1986). Neurophilosophy.
MA: MIT Press.

David, S. V., Vinje, W. E., & Gallant, J. L. (2004). Natural stim-
ulus statistics alter the receptive field structure of V1 neurons.
Journal of Neuroscience, 24(31), 6991-7006. doi:10.1523/
JNEUROSCI.1422-04.2004

DeCharms, R. C., & Zador, A. (2000). Neural representation
and the cortical code. Annual Review of Neuroscience, 23,
613-647.

Dominguez Duque, J. E, Turner, R., Lewis, E. D., & Egan, G.
(2010). Neuroanthropology: A humanistic science for the

Cambridge,

study of culture—brain nexus. Social, Cognitive, and Affective
Neuroscience, 5, 138-147.

Engel, A. K., & Singer, W. (2001). Temporal binding and the
neural correlates of sensory awareness. Trends in Cognitive
Sciences, 5(1), 16-25.

Fliessbach, K., Weber, B., Trautner, P, Dohmen, T., Sunde,
U., Elger, C. E., et al. (2007). Social comparison affects
reward-related brain activity in the human ventral striatum.
Science, 318(5854), 1305-1308.

Freeman, W. J. (2007). Indirect biological measures of con-
sciousness from field studies of brains as dynamical sys-
tems. Neural Networks, 20(9), 1021-1031. doi:10.1016/j.
neunet.2007.09.004

Freeman, W. J. (2011). Understanding perception through neu-
ral “codes.” IEEE Transactions on Biomedical Engineering,
58(7), 1884-1890.doi:10.1109/TBME.2010.2095854

Friston, K. J. (1995). Neuronal transients. Proceedings of the
Royal Society of London B: Biological Sciences, 261(1362),
401-405. doi:10.1098/rspb.1995.0166

Friston, K. J. (1997). Another neural code? Neuroimage, 5(3),
213-220.

38

Chia02303150US_Book.indb 38

@»

Friston, K. J. (2000). The labile brain: 1. Neuronal transients
and nonlinear coupling [review]. Philosophical Transactions of
the Royal Society of London B: Biological Sciences 355(1394),
215-236.

Friston, K. J. (2009). Modalities, modes, and models in func-
tional neuroimaging [review]. Science, 326(5951), 399-403.
doi:10.1126/science.1174521

Gardner, R. M., Morrell, J. A., Jr., & Ostrowski, T. A. (1990).
Somatization tendencies and ability to detect internal body
cues. Perceptual and Motor Skills, 71(2), 364-366.

Goto, S. G., Ando, Y., Huang, C.,, Yee, A., & Lewis, R. S.
(2010). Cultural differences in the visual processing of mean-
ing: Detecting incongruities between background and fore-
ground objects using the N400. Social Cognitive and Affective
Neuroscience, 5, 242-253.

Han, S., Northoff, G., Vogeley, K., Wexler, B. E., Kitayama,
S., & Varnum, M. E. (2013). A cultural neuroscience
approach to the biosocial nature of the human brain.
Annual Review of Psychology, 64, 335-359. doi:10.1146/
annurev-psych-071112-054629

Haynes, J.-D. (2009). Decoding visual consciousness from
human brain signals. Zrends in Cognitive Sciences, 13(5),
194-202. doi:lO.1016/j.tics.2009.02.004

Haynes, J.-D. (2011). Decoding and predicting intentions.
Annals of the New York Academy of Sciences 1224, 9-21.
doi:10.111 1/j. 1749-6632.2011.05994.x

Jacob, S. N., Vallentin, D., & Nieder, A. (2012). Relating mag-
nitudes: The brain’s code for proportions. Trends in Cognitive
Sciences, 16(3), 157-166.

Jenkins, L. J., Yang, Y. J., Goh, J., Hong, Y. Y., & Park, D. C.
(2010). Cultural differences in the lateral occipital com-
plex while viewing incongruent scenes. Social Cognitive and
Affective Neuroscience, 5, 236-241.

Kay, K. N., Naselaris, T., Prenger, R. J., & Gallant, J. L. (2008).
Identifying natural images from human brain activity.
Nature, 452(7185), 352-355. doi:10.1038/nature06713

Kirmayer, L. J. (2001). Cultural variations in the clinical presen-
tation of depression and anxiety: Implications for diagnosis
and treatment. Journal of Clinical Psychiatry, 62(Suppl. 13),
22-28; discussion 29-30.

Kirmayer, L. J., & Groleau, D. (2001). Affective disorders in
cultural context. Psychiatric Clinics of North America, 24(3),
465478, vii.

Kitayama, S., & Park, J. (2010). Cultural neuroscience of the
self: Understanding the social grounding of the brain. Social
Cognitive and Affective Neuroscience, 5(2/3), 111-129.

Kitayama, S., & Uskul, A. (2011). Culture, mind, and the
brain: Current evidence and future directions. Annual Review
of Psychology, 62, 419-449.

Kutas, M., & Hillyard, S. A. (1984). Brain potentials during
reading reflect word expectancy and semantic association.
Nature, 307, 161-163.

Lewicki, M. S. (2002). Efficient coding of natural sounds. Nazure
Neuroscience, 5(4), 356-363. doi:10.1038/nn831

Lutz, A., Lachaux, J. P, Martinerie, J., & Varela, E J. (2002).
Guiding the study of brain dynamics by using first-person
data: Synchrony patterns correlate with ongoing conscious
states during a simple visual task. Proceedings of the National
Academy of Sciences of the USA, 99(3), 1586-1591.

Ma-Kellams, C., Blascovich, J., & McCall, C. (2012). Culture
and the body: East—West differences in visceral perception.
Journal of Personality and Social Psychology, 102(4), 718-728.

CULTURAL NEUROSCIENCE AND NEUROPHILOSOPHY

7/28/2015 1:27:16 AM



Markus, H. R., & Kitayama, S. (1991). Culture and the
self: Implications for cognition, emotion, and motivation.
Psychological Review, 98(2), 224-253.

Markus, H. R., & Kitayama, S. (2003). Culture, self, and the
reality of the social. Psychological Inquiry, 14(3/4), 277-283.

Molotchnikoff, S., & Rouat, J. (2012). Brain at work: Time,
sparseness and superposition principles. Frontiers in
Bioscience (Landmark), 17, 583—606. doi:10.2741/3946

Montague, P. R, King-Casas, B., & Cohen, J. D. (2000).
Imaging valuation models in human choice [review]. Annual
Review of Neuroscience, 29, 417-448.

Naselaris, T., Kay, K. N., Nishimoto, S., & Gallant, J. L.
(2011). Encoding and decoding in fMRI. Neuroimage 56(2),
400-410.

Naselaris, T., Prenger, R. J., Kay, K. N., Oliver, M., & Gallant,
J. L. (2009). Bayesian reconstruction of natural images
from human brain activity. Newron, 63(6), 902-915.
doi:10.1016/j.neuron.2009.09.006

Nisbett, R. E., & Masuda, T. (2003). Culture and point of view.
Proceedings of the National Academy of Sciences of the USA,
100, 11164-11170.

Nisbett, R. E., Peng, K., Choi, I., & Norenzayan, A. (2001).
Culture and systems of thought: Holistic versus analytic cog-
nition. Psychological Review, 108, 291-310.

Northoff, G. (2004). Philosophy of the brain. New York: Benjamins.

Northoff, G. (2011).  Practice
Oxford: Oxford University Press.

Northoff, G. (2014a). Unlocking the brain: Volume I. Coding.
Oxford: Oxford University Press.

Northoff, G. (2014b). Unlocking the brain: Volume II.
Consciousness. Oxford: Oxford University Press.

Northoff, G. (2014c). Minding the brain? Introduction to
non-reductive neurophilosophy. New York: Palgrave Macmillan.

Olshausen, B.A., & Field, D. J. (1996). Emergence of simple-cell
receptive field properties by learning a sparse code for natural
images. Nature, 381(6583), 607-609.

Olshausen, B. A., & Field, D. J. (2004). Sparse coding of sensory
inputs. Current Opinion in Neurobiology, 14(4), 481-487.
doi:10.1016/j.conb.2004.07.007

Olshausen, B. A., & O’Connor, K. N. (2002). A new window
on sound. Nature Neuroscience 5(4), 292—-294. doi:10.1038/
nn0402-292

of  neuropsychoanalysis.

Chia02303150US_Book.indb 39

OUP UNCORRECTED PROOF - FIRSTPROOFS, Tue Jul 28 2015, NEWGEN

Rodriguez, E., George, N., Lachaux, J. P, Martinerie, J., Renault,
B., & Varela, E. J. (1999). Perception’s shadow: Long-distance
synchronization of human brain activity. Nature, 397(6718),
430-433.

Rolls, E. T., & Treves, A. (2011). The neuronal encoding of
information in the brain. Progress in Neurobiology, 95(3),
448-490. doi:10.1016/j.pneurobio.2011.08.002

Rozell, C. J., Johnson, D. H., Baraniuk, R. G., & Olshausen,
B. A. (2008). Sparse coding via thresholding and local com-
petition in neural circuits. Newral Computation, 20(10),
2526-2563. doi:10.1162/neco0.2008.03-07-486

Ryder, A. G., Bagby, R. M., & Schuller, D. R. (2002). The over-
lap of depressive personality disorder and dysthymia: A cate-
gorical problem with a dimensional solution. Harvard Review
of Psychiatry, 10(6), 337-352.

Ryder, A. G., Yang, J., Zhu, X., Yao, S., Yi, J., Heine, S. J., et al.
(2008). The cultural shaping of depression: Somatic symp-
toms in China, psychological symptoms in North America?
Journal of Abnormal Psychology, 117(2), 300-313.

Simoncelli, E. P, & Olshausen, B. A. (2001). Natural image
statistics and neural representation. Annwual Review of
Neuroscience, 24, 1193-1216.  doi:10.1146/annurev.
neuro.24.1.1193

Singer, W. (1999). Neuronal synchrony: A versatile code for the
definition of relations? Neuron, 24(1), 49-65, 111-125.

Singer, W. (2009). Distributed processing and temporal codes in
neuronal networks. Cognitive Neurodynamics, 3(3), 189-196.
doi:10.1007/s11571-009-9087-z

Vinje, W. E., & Gallang, J. L. (2000). Sparse coding and decorre-
lation in primary visual cortex during natural vision. Science,
287(5456), 1273-1276.

Willmore, B. D. B., Mazer, J. A., & Gallant, J. L. (2011).
Sparse coding in striate and extrastriate visual cortex. Journal
of  Neurophysiology, 105(6), 2907-2919. doi:10.1152/
jn.00594.2010

Yen, S., Robins, C. J., & Lin, N. (2000). A cross-cultural com-
parison of depressive symptom manifestation: China and the
United States. Journal of Consulting and Clinical Psychology,
68(6). 993-999.

Zhu, Y., Zhang, L., Fan, J., & Han, S. (2007). Neural basis of
cultural influence on self representation. Neuroimage, 34,

1310-1317.

NORTHOFF 39

7/28/2015 1:27:16 AM




|
OUP UNCORRECTED PROOF — FIRSTPROOFS, Tue Jul 28 2015, NEWGEN

Chia02303150US_Book.indb 40 @ 7/28/2015 1:27:16 AM



CHAPTER

Greg Downey

OUP UNCORRECTED PROOF - FIRSTPROOFS, Tue Jul 28 2015, NEWGEN

Sensory Enculturation and
Neuroanthropology: The Case

of Human Echolocation

Abstract

productive.

Neuroanthropology seeks to bring the broadest possible account of cultural variation into our
understanding of the human brain’s potential, expanding the methods we use to trace the envelope of
human neurodiversity and the trajectories of neurological development to include robust qualitative
and ethnographic methods in natural settings. My research has focused on athletes and other highly
trained individuals who demonstrate both the range of activity-induced neuroplasticity and the
characteristics of regimes under which this plasticity can be deployed in systematic ways.They also
demonstrate how cultural expectations, daily activities, and aversions to activity can inculcate or
exacerbate disability. Neuroimaging data may not always be available, especially given the whole-body
nature of these activities in ecologically valid settings and the circumstances of anthropological field
study. Nevertheless, neuroanthropology argues that neurologically plausible accounts of the abilities
that our subjects demonstrate and the experiences that they report are both possible and theoretically

Key Words: neuroanthropology, neurodiversity, ethnography, development, neuroplasticity

Neuroanthropology secks to bring the broad-
est possible account of cultural variation into our
understanding of the human brain’s potential,
expanding the methods we use to trace the enve-
lope of human neurodiversity and the trajectories of
neurological development to include robust quali-
tative and ethnographic methods in natural set-
tings (Lende & Downey, 2012). My own research
has focused on athletes and other highly trained
individuals. These individuals demonstrate vividly
both the range of activity-induced neuroplasticity
and the characteristics of regimes under which
this plasticity can be deployed in systematic ways,
but they also demonstrate how cultural expecta-
tions, daily activities, and aversions to activity can
inculcate or exacerbate disability (Downey, 2010).
Neuroimaging data may not always be available,
especially given the vigorous, whole-body nature
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of these activities in ecologically valid settings and
the challenging circumstances of anthropological
field study. Nevertheless, neuroanthropology argues
that neurologically plausible accounts of the abili-
ties that our subjects demonstrate and the experi-
ences that they report, such as sensory alteration
as a result of systematic training, are both possible
and theoretically productive (e.g., Downey, 2007,
2012a, 2012b).

This chapter takes the example of training in
and experiences of human echolocation, especially
among the blind. The case of echolocation shows
how the careful documentation of extant neuro-
diversity can help us to better understand simul-
taneously what the brain is capable of but also
how patterns of variation that we might call “cul-
ture” are inculcated, including in sense perception.
Echolocation in the blind suggests that the study
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of highly skilled populations may be a crucial route
to explore human brain—culture relations or pat-
terns of “neurodiversity,” beyond what Andreas
Roepstorff (2013) describes as “mapping out gross
differences between abstract categories of millions,
or indeed billions of people, like North Americans,
East Asians, Chinese, or Danes” (p. 61). Cultural
neuroscience needs a more anthropological appetite
for cultural variation, even if this makes sampling
more difficult and requires exploring where we have
no preexisting, overarching explanatory mecha-
nisms, such as a contrast in types of selves, with
which to easily make sense of what we find.

To use cultural neuroscience to decrease the dis-
parities in population health indicators, we must
understand more broadly the ways that develop-
mental contexts shape neurological conditions.
The example of Daniel Kish and World Access for
the Blind encourages us, as Vogel and Awh (2008)
advocate, to think more strategically about how we
use interindividual variation to understand human
neurological potential and brain functioning (see
also Kanai & Rees, 2011). Cultural variation,
including a wide range of occupational and other
skills, may provide naturally occurring experiments
(Cronbach, 1957)—manipulations of the nervous
system over developmental time more ambitious
than anything possible in a laboratory setting.
These alternative ways of developing the human
nervous system may reveal to us healthy states and
compensatory opportunities impossible to per-
ceive in neurotypical populations, especially in a
narrowly confined population of WEIRD subjects
(Western, educated, industrialized, rich, and demo-
cratic; Chiao & Cheon, 2010; Henrich, Heine, &
Norenzayan, 2010). One need only consider shifts
in the prognosis for neurological recovery follow-
ing stroke in recent decades, including the changes
wrought by researchers such as Edward Taub, to
recognize how our understandings of the human
nervous system shape the actual abilities that people
develop (Murphy & Corbett, 2010; Taub, 1994).

Developing Echolocation

In 2012, I shadowed mobility specialist Daniel
Kish when he worked with a number of blind chil-
dren in Canberra. As a mobility specialist, Kish
helps the blind to adapt, instructing them in a
wide range of techniques, such as how to develop
routes for daily activities, observe the environment
to extract more information about one’s surround-
ings, and use technologies such as a cane to bet-
ter navigate. Unlike the vast majority of mobility
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specialists, Kish is himself completely blind. By the
age of 13 months, he underwent complete enucle-
ation of both eyes to combat retinoblastoma, an
aggressive form of cancer that strikes the immature
retinal cells. Enucleation involves removing entirely
the eyes, leaving behind the lids, muscles, and other
structures of the empty sockets. Defying many spe-
cialists’ criticisms (that a blind individual would
not be able to teach others mobility skills), Kish
became the first blind person certified as a mobil-
ity specialist in the United States. He also went on
to complete multiple master’s degrees and become
president and founder of World Access for the Blind,
a US not-for-profit that “facilitates the self-directed
achievement of people with all forms of blindness,
and increases public awareness about the strengths
and capabilities of blind people” (World Access for
the Blind, http://www.worldaccessfortheblind.org).

Kish’s training sessions in Canberra were unusual
for a mobility specialist, not simply because the
instructor was blind but also because he teaches,
among other techniques, a form of active echoloca-
tion he calls “flash sonar.” Kish uses tongue clicks
to generate echoes with which he can perceive
space, detect objects, lead hikes, and even ride a
mountain bike. Internationally renowned for his
ability—Kish has appeared both at the TED con-
ference and alongside Bollywood heavyweight
Vikram in a feature-length movie—XKish, like the
other instructors working with World Access for
the Blind, travels relentlessly to teach echolocation
as part of a comprehensive strategy for improving
blind people’s mobility, independence, and freedom.
Beginning with research for his master’s degree in
psychology (Kish, 1995), Kish has steadily refined
his teaching techniques over almost two decades of
intensive training and interaction.

In the central courtyard of the National
Museum of Australia, an irregularly shaped space
with a wide range of obstacles and objects to
perceive, Kish encouraged his students to refine
their skills at echolocation, whatever their level of
expertise. Although I was struck by many things
that day shadowing Kish, one of the most fasci-
nating was that he assumed that the children were
already echolocating, even if they were meeting
for the first time and even if their parents did not
know their children could sense space through
sound. Kish did not so much demonstrate echo-
location to the blind children as encourage them
to rely more upon a sense they already had while
he sought to articulate explicitly what they could
perceive through sound. He gave them tasks that
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pushed their ability to perceive space through
sound and provided feedback on their technique,
pointing out, for example, when a child was click-
ing too rapidly to assimilate the information or
not scanning the space sufficiently to build up a
broad image of the surroundings.

Kish assumed that his young students could per-
ceive through a sensory channel that was invisible
to the vast majority of sighted individuals, even if
we unconsciously make use of information gained
by echolocation (Stroffregen & Pittenger, 1995,
p. 183). The clicks he made were so innocuous, so
subtle, that, sometime later during a seminar, I had
to challenge him, “You can’t really hear echoes from
a click thats so soft?!” Before he could respond,
another blind person in the seminar retorted, with
some amusement, “You mean you can®2” Carefully
controlled testing has shown that Kish and other
expert echolocators with World Access for the
Blind, in fact, do oz have exceptional hearing when
it comes to measures of basic sensory acuity and
thresholds (e.g., Thaler, Arnott, & Goodale, 2011).
However, on more complex tasks of perceptual skill
in hearing, many of them demonstrate extraordi-
nary ability.

The case of human echolocation demonstrates
the degree to which human senses are trainable,
especially given appropriate feedback and social
support. Although Daniel Kish’s sensitivity may
be unusual, and the extraordinary degree of neural
plasticity demonstrated in echolocation may require
sensory deprivation, the pattern of refinement is a
hallmark of how sensory systems actively develop
and are susceptible to variation. Evidence both from
studies of perceptual learning and from the anthro-
pology of the senses points to sensory variation as an
important area of cultural variation (for reviews, see
Herzfeld, 2001; Howes, 1991, 2003). Yet sensory
variation has thus far been little explored by cultural
neuroscientists (with some noteworthy exceptions,
such as Chua, Boland, & Nisbett, 2005; Gutchess,
Welsh, Boduroglu, & Park, 2006; McClure et al.,
2004). The fact that all blind people are not expert
echolocators suggests that deprivation of sense
input, or the availability of useful sensory informa-
tion, alone is not sufficient to produce sensory prow-
ess: Culture includes an “education of attention,” to
borrow from J. J. Gibson (1966, 1979), which has
import neuropsychological consequences. In partic-
ular, the explicit discussion of echolocation by Kish
and World Access for the Blind opens up the possi-
bility of a beneficial skill-refining “looping effect,” as
Ian Hacking (1995) describes: An underdeveloped
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and largely inchoate sensory channel can be made
socially explicit, even subject to scientific investiga-
tion, and subsequently liable to structured training.
Kish, for example, points to a university lecture in
psychology on human echolocation as a watershed
moment in his own understanding of his sensory
abilities, leading to his master’s thesis and eventual
career in training the perceptions of the blind.

Human Echolocation
in Neuroanthropological Perspective

Dating back to the eighteenth century, com-
mentators noted that blind people had the ability
to perceive space and physical objects (Diderot,
1749), but until the 1940s, this ability was poorly
understood. Psychologists and the blind alike
referred to “face vision” or a kind of “obstacle
sense,” a tactile sensation like pressure on the face
when approaching a wall or other large object. Not
until early experiments led by Karl Dallenbach at
Cornell University was it clear that the perception
was actually auditory (Cotzin & Dallenbach, 1950;
Supa, Cotzin, & Dallenbach, 1944; Worchel &
Dallenbach, 1947). Dallenbach’s team found that
sound-dampening interventions, such as mak-
ing participants wear socks on carpet rather than
hard-soled shoes on wood floors, interfered with
blind subjects” ability to detect obstacles. Although
some research took place subsequently, by the late
1990s, Arias and Ramos (1997) argued that psy-
choacoustical research on human echolocation still
remained scarce and unsystematic.

Since then, a number of researchers have explored
the ability of humans, including novices with nor-
mal sight, to navigate by echolocation (see espe-
cially Schenkman & Nilsson, 2010; Stoffregen &
Pittenger, 1995; Teng & Whitney, 2011; Thaler
et al., 2011). Although some of these experiments
prevented the blind from actively producing sound,
in fact, blind individuals use a wide range of tech-
niques for producing sound; another informant dis-
cussed how high heels, for example, could generate
sharp clicks and clear echoes in a workplace setting
where she wished to keep her echolocating discrete.
Kish advocates the use of a sharp, short (10-ms)
palatal click, produced by a rapid move of the
tongue backwards and downwards from the roof of
the mouth behind the teeth, which he argues is the
most effective tone for echolocating (see also Rojas,
Hermosilla, Montero, & Espi, 2009). Although
some advocates for the deaf have proposed using
artificial sound generators, the fine control and per-
ception of the original sound from self-generated
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clicks better allows echolocators to interpret pre-
cisely the significance of echoes (Jones, 2005).

Echolocation relies on the fact that sound trav-
els approximately 300 m/s. A sound produced close
to the ears will travel out before reflecting back off
a solid surface or other object, producing a slight
time delay called the “pulse-to-echo” gap. In addi-
tion, the relative loudness of the echo in each ear
can help the echolocator to fix a direction to the
origin of the echo; expert echolocators have been
found to be sensitive to variations in angle to an
object of as little as 3° of horizontal displacement
(Thaler et al., 2011). Other qualities of the sound,
including the pitch of the echo, can reveal addi-
tional information about the size, surface quality,
and even the shape of the object, although all of the
psychoacoustic mechanisms involved are not fully
understood (Teng & Whitney, 2011). For example,
Schenkman and Nilsson (2010) found that some
of their blind subjects had exceptional echolocat-
ing ability, reliably perceiving a 50-cm aluminum
disk at a distance of 4 m. Kish has demonstrated the
ability to trace the outline of cars, detect the foliage
on trees, and even sense tree trunks through passive
echolocation, perceiving auditory shadows in the
sound of a creek on one side of a path and auditory
reflections from trunks on the opposite side when
we walked together in a rain forest reserve. Teng,
Puri, and Whitney (2012) suggest that the acuity
of echolocation in experts can reach similar levels as
peripheral vision in the sighted.

The time lag between the original sound and the
echo, however, can be so brief that subjectively, no
pulse-to-echo gap exists, as the two sounds percep-
tually blend into one. From reports of consciously
observed sound sensitivity, humans should not be
able to perceive objects at short distances (less than
2 m) because the sound and echo become indistin-
guishable (Stoffregen & Pittenger, 1995, p. 189).
However, early research by Kellogg (1962) found
that blind subjects were able to detect the distance
to an obstacle between 30 and 120 cm away to
an accuracy within 10 cm. The pulse-to-echo gap
resulting from that distance is actually quicker than
the action potential of neurons, the delay caused
by an additional 10 cm of sound travel below the
theoretical floor of temporal perception, prompting
neuroethologist Camhi to observe that “the neural
mechanisms responsible” for the acuity “are entirely
obscure” (1984, p. 180; cited in Stoffregen &
Pittenger, 1995, p. 189).

The pulse-to-echo gap, then, is not the only
acoustic property that can give some impression of
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space; volume, pitch, alteration, interference, and
timbre of the echo can all be affected by reflection.
Kellogg (1962) found that his subjects could dis-
cern such subtle qualities as the difference between
denim, wood, or metal. Even sighted people can
be surprisingly acute perceiving through sound.
For example, we sometimes judge how far away a
familiar sound is by how loud it is, remaining calm
despite traffic noise because the din is sufficiently
quiet to signal our distance from an intersec-
tion. In our conversations, Daniel Kish discussed
research and his own observations that, at close
range, the phase interference between outbound
and inbound sonic waves might actually be the
foundation for perception; the pitch of a sound
appears to change because outbound and inbound
sound waves, although they are too close to tell
apart, interfere with each other. (For a much more
in-depth discussion of the information poten-
tially available in reflected sound, see Stoffregen &
Pittenger, 1995.)

Functional magnetic resonance imaging (fMRI)
carried out by Thaler et al. (2011, pp. 3-4) found
significant blood oxygen level-dependent activ-
ity (BOLD) in the primary visual processing area,
the calcarine cortex (V1) in experienced echola-
tors, including Kish, when listening to recordings
with echoes. Recordings with the echoes artificially
stripped out did not cause the same level of activity
in these cortical areas, responsible for initial visual
processing in normally sighted individuals. The use
of “visual” cortical areas in echolocation may be a
result of cross-modal plasticity in the absence of
visual stimulation (Bavelier & Neville, 2002; see
also Sadato et al., 1996) or might arise from the
fact that the “visual” cortex is actually specialized
in handling spatial information, whichever sensory
mode delivers that information (Pascual-Leone &
Hamilton, 2001). Thaler and colleagues (2011,
p. 10) conclude that, no matter the mechanism
underwriting the neurological redeployment, “from
a more applied point of view, our data clearly show
that EB and LB use echolocation in a way that
seems uncannily similar to vision.”

One irony of this extraordinary ability, then,
is that it likely involves redeploying familiar neu-
rological resources, so much so that Kish has even
found that some naive echolocators, who are expe-
riencing gradual degradation of their vision, may
not even realize the degree of their own blindness.
The sensations offered up by echolocating may con-
vince them that they can still see as they uncon-
sciously compensate by switching sensory modality
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for perceiving objects at a distance. Although the
neural substrates of human echolocation and its
potential acuity are both fascinating, to understand
the cultural dimension of sensory development, the
cross-modal sensory misrecognition is telling, as is
the fact that many blind people never refine echolo-
cation abilities, and some even fail to recognize that
they are echolocating. After all, if a sensory channel
was overdetermined by genetic endowment, fixed
neuroanatomy, or simply perceptual opportunity
in the environment, all blind individuals would be
expert echolocators and misrecognition of echolo-
cation would be impossible. The variability of the
ability points to the complex process through which
it can emerge.

The Anthropological Importance
of Not Sensing

As  philosophers Schwitzgebel and Gordon
(2000) note, normal sighted humans do echolocate,
although not consciously and with much less acu-
ity than virtuosos such as Kish. Teng and Whitney
(2011) found that, according to some measures,
some, but not all, sighted subjects could be trained
quickly to acuity levels approaching those of expert
blind individuals. The relative ease of acquiring
echolocation highlights a crucial fact (even if inter-
individual variation exists in this ease; see Hambrick
et al., 2014): Most of us, most of the time, oper-
ate well below the theoretical maximum of human
sensory acuity. The same echoes that Kish can use
to discern his environment most sighted individuals
fail to perceive, even though they are well above even
an untrained sensory threshold (see also Wallmeier,
Geflele, & Wiegrebe, 2013).

The cultural influence on normally sighted indi-
vidual neglects or actively suppresses awareness of
the ability to echolocate, providing no practical scaf-
folding or social alert to the possibility of perceiving
in this way. When Kish talks to students, assuming
that they already have the ability to echolocate, and
encourages them to elaborate and rely on these per-
ceptions, he is providing social support and sensory
reinforcement that is necessary in the vast major-
ity of cases for blind individuals to become expert
echolocators. In other words, visual deprivation and
neurological opportunity alone are not sufficient to
produce the ability to echolocate.

It is true that the blind tend to be more sensitive
to the information in echoes, even if they are not
conscious of this fact (Dufour, Després, & Candas,
2005; Merabet & Pascual-Leone, 2010). However,
when psychologists Schenkman and Nilsson (2010)
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studied echolocation in blind subjects, they found
only 2 out of 10 had well-developed abilities:'

Some blind people may have developed remarkable
abilities for the detection of repetition pitch as well
as loudness discrimination, which may be the case
for the two high-performing blind persons. They are
both successful in their respective professions, and
our impression is that they are active and mobile.
They do not use a guide dog, and appear to be very
attentive to acoustic information in the environment,

including proficiency in object detection. (p. 496)

Although drawing any conclusions from this
sort of off-handed discussion is clearly impossible,
the discussion of both guide dogs and attention to
acoustic information is telling. Working with a dog
is itself a skill and likely would compete for atten-
tion with one’s own awareness of the acoustic envi-
ronment. Attention does not merely draw in some
dimensions of the sensorium; it actively excludes
dimensions of information, such as echoes in ambi-
ent sound. Moreover, Kish is explicit that only
depending on echolocation for day-to-day activities
can produce sensory refinement. World Access for
the Blind sponsors a mountain biking team, Team
Bat, not simply as a publicity stunt but because
echolocation requires sensory challenge and social
motivation (see also Thaler, 2013).

The low rate of “high-performing” echoloca-
tors, especially those who consciously and actively
use sound to map space, confirms a key prin-
ciple in Kish’s teaching: Blind children need to be
strongly encouraged to actively click and listen.
Stoffregen and Pittenger (1995) note that active
echolocation—what Kish calls “fHash sonar”—is
distinctive as a form of sense perception because it
is a “closed-loop system”; that is, “stimulus energy
that is generated by the animal propagates into the
environment, is structured by the environment,
and returns to receptors” (p. 209). Stated simply, to
echolocate, people (like most echolocating animals)
must produce as well as perceive sound; most sensory
experiences (except arguably taste and touch) are
passive, not requiring much effort to create sensa-
tion (but see Gibson, 1966).

The active nature of echolocation as a sense
means that the perceiver can query the environ-
ment, pushing out sonic energy, clicking more
frequently or loudly, to generate greater amounts

"Thaler (2013, p. 1) suggests that “perhaps between 20%
and 30% of totally blind people” may use echolocation.
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of reflected incoming perceptual data, but it also
means that passive receptivity is likely not sufficient
for the sense to become fully developed. If a blind
individual (or non-blind individual, for that mat-
ter) does not actively produce sound, testing and
acting on the information in echoes, the sense will
not develop. Kish works hard to get his students to
actively probe the environment with sound rather
than just take advantage of ambient noise or engage
in passive echolocation.

Kish argues that one of the reasons why he needs
to engage in social activism is because sighted indi-
viduals, including parents, may unwittingly dis-
courage blind children from emitting these kinds
of sounds or engaging in the sort of exploratory
practices, such as head movements, clapping, or
tapping their feet, that assist the development of
echolocation and passive sound location. According
to Kish, some parents and other observers think of
these actions as “blind-isms,” stereotypical move-
ments or activities that blind people do because
they cannot see. Sighted individuals can inadver-
tently short-circuit the acquisition of echolocation
if they discourage blind individuals from engaging
in these actions because they are not “normal” and
draw attention of sighted observers to the individu-
als’ blindness (Molloy & Rowe, 2011). A cultural
interpretation of these activities, including social
stigma, can negate strategies of exploration and
active engagement with the world. Without suffi-
cient social reinforcement, and against stigma in the
sighted world, the early developmental stages of an
emerging ability to echolocate can become arrested
in an underdeveloped state.

Daniel Kish even cited a short paper by
Dr. Steven Charles, a specialist in retinal reat-
tachment in premature children (Charles, 2004).
Charles insisted that he observed “chirping” and
distinctive head-searching movements in blind
infants, even when still in the hospital nursery. The
implication is that they were seeking to initiate
sonic relations with the environment, a fact Charles
only recognized because of his work with World
Access for the Blind. Because of the infants’ own
inability to move, and because no one in the nurs-
ery would have even thought to engage with this
active sensory searching (unless they were them-
selves blind, perhaps), the infants’ initial explora-
tions would fail to get any feedback or sufficient
support. Active echolocation would more than
likely atrophy. Whereas vision was, in some ways,
phenomenologically self-confirming, echolocation
for an immobile infant was not, so there was no
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looping reinforcement of perception and confirma-
tion, either individually or socially.

The  necessity  of exploratory
sound-making for echolocation to develop also

active,

highlights a key absence in contemporary cultural
neuroscience models raised by Andreas Roepstorff
(2013, p. 62). Roepstorfl points out that even the
“gene—culture—coevolution model” fails to include
recognition of the active role that individuals play in
their own neurocultural development. To develop
echolocation, it is not enough to be at the intersec-
tion of gene and culture; one must actively query
the environment, calling out to create the sensory
input that will steadily refine the sensory system
itself. In the case of Kish, his active role is crucial,
not just in the development of his own abilities but
also in the socially contagious way that his activities
are influencing how other blind people act, perceive,
develop, and, ultimately, function neurologically.

Culture and the Senses

Research on sensory variation and perceptual
acuity across cultures is a long-standing area of col-
laboration between anthropology and neuropsy-
chology, dating back to some of the founding figures
of our disciplines. Franz Boas, widely credited with
being the “father” of North American anthropol-
ogy, began his academic career at the University of
Kiel with a dissertation on the problem of the color
of seawater; 6 of his first 10 publications were on
Fechnerian psychophysics (Stocking, 1992, p. 311).
Boas initially worked with Wilhelm Wundt in
Leipzig in psychology, but in 1883, he traveled to
Baffinland in Canada for a yearlong sojourn among
the Inuit, where he sought to extend his research
in psychophysics. Once he returned from his field-
work in the Arctic, he became increasingly con-
vinced that psychophysics alone could not explain
perception because of the influence of “situational”
or cultural factors (see Harkness, 1992; Stocking,
1965, p. 142fF.).

Similarly, in 1898, the Torres Straits Expedition
of Cambridge University, one of the founda-
tional fieldwork projects of British anthropol-
ogy, was primarily envisioned as a collaborative
investigation of the “acuity for each of the basic
senses” in a “primitive” society (Haddon, 1901).
W. H. R. Rivers tested visual perception; C. S.
Myers ran experiments on hearing, smell, and
taste; and William McDougall examined the
Torres Straits Islanders’ haptic senses, includ-
ing pain tolerance. The research was in part
motivated by observations of colonial officials,
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missionaries, and travelers that the Papuans, like
other non-Western peoples, seemed to have supe-
rior sensory powers. This view supported Herbert
Spencer’s theories of the evolutionary transition
from “primitive” to “civilized” states involving a
shift away from sensory dominance or the “sim-
pler faculties” in experience toward greater reli-
ance on “reason” (Rivers, 1901).

When Rivers recovered from his initial seasick-
ness, severe sunburn, and shock at nearly being
shipwrecked, his first research task was to test the
color vision of the Torres Strait Islanders. He found
that their language possessed no word for the color
“blue”; they freely called the sky the same color term
as darkness. However, the Torres Strait Islanders
possessed no special sensory power. As Henry Head
(1922) wrote in his obituary, Rivers

was able to explode to old fallacy that the “noble
savage” was endowed with powers of vision far
exceeding that of civilised natives. Errors of refraction
are, it is true, less common, especially myopia. But,
altogether the feats of the Torres Straits Islanders
equalled those reported by travellers from other parts
of the world, they were due to the power of attending
to minute details in familiar and strictly limited
surrounding, and not to supernormal visual acuity.

Their sensory skills, in other words, were domain
specific, narrowly specialized, and did not arise from
an overall sensory superiority (in that way, much
like Kish’s echolocation and other domain-specific
perceptual learning; see Seitz & Watanabe, 2005).

In the 1960s, an interdisciplinary team of
anthropologists and psychologists set out to sys-
tematically test a wide variety of populations’
susceptibility to optical illusions using a compre-
hensive cross-cultural research method (see Segall,
Campbell, & Herskovits, 1966). The project was
an example of “ethnology.” In anthropology, eth-
nology was a broadly cross-cultural examination of
a single facet of life in multiple groups, a form of
analysis once common in the field but much less
seldom pursued now that in-depth knowledge of a
single culture, conveyed in “ethnography,” is much
more highly prized. Segall and his team found that
some populations were not sensitive to even basic
optical illusions, such as the Miller—Lyer illusion.
In particular, South African miners and San adults
(a foraging population), as well as Suku children
(from what is now the Democratic Republic of
Congo), demonstrated minimal susceptibility to
the Miiller—Lyer illusion. The finding prompted
Segall and colleagues to argue that the illusion
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was conditioned by perceptual experience in “car-
pentered” environments; exposure to buildings
with right-angled corners taught the visual system
to perceive the Miiller-Lyer diagram as imply-
ing three-dimensional space (Stewart, 1973). As
McCauley and Henrich (2006) discuss, the impli-
cations of Segall and colleagues’ work were largely
disregarded by later theorists who held that sensory
systems were cognitively “modular” and resistant to
developmental influences (e.g., Fodor, 1984/1990).

Similarly, the publication of Berlin and Kay
(1969) highlighted that the number of basic color
terms varied significantly across languages; neverthe-
less, focal colors emerged in a clear pattern as the
number of basic color terms increased across lan-
guages. Although some observers have taken the
pattern of focal color preference as an example of
a human “universal,” in fact, the evidence is much
more complex and interesting: Variation seems to
emerge from a combination of human endowment
and perceptual learning, leading to profound dif-
ferences in color perception but not to unlimited
Aexibility.

Since the 1980s, the study of sensory experience
has re-emerged strongly in anthropology, especially
following the influence of David Howes, Constance
Classen, Paul Stoller, Nadia Seremetakis, and Sarah
Pink, but in a decidedly more humanist frame rather
than the earlier cross-cultural ethnological and psy-
chological projects (see Herzfeld, 2001; Howes,
2005). Although these anthropologists sometimes
draw inspiration from early psychophysical work in
our field, like that of Boas or Rivers, the new wave
of sensory research is more immediately inspired
by the media studies of oral and visual cultures
of Marshall McLuhan, the structural-cognitive
research of Claude Lévi-Strauss, interest in sen-
sory studies in history and the humanities, and the
symbolic and ritual studies of Victor Turner. Even
s0, close ethnographic experience often highlights
cultural variation in forms of sensing: Alfred Gell
(1995, p. 235), for example, noted that the Umeda
became particularly alert to sounds and smells in
the forest where sight was limited by dense under-
brush. Edmund Carpenter found Inuit hunters had
extraordinary visual acuity in their home environ-
ments, spotting distant people on low-contrast ice
fields (1973, p. 36; cited in Ingold, 2001, p. 253).

Contemporary anthropologists of the senses
have strongly criticized the assumption that sensory
systems are unvarying across cultures, or that cul-
tures will develop uniformly as “visual” or “oral,” for
example, with the spread of literacy or the growth
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of televisual media. As Constance Classen (1997)
has suggested,

The objective of the anthropology of the senses . .. is
neither to assume that smell, taste, or touch will be
dominant in a particular culture nor to assume that
they will be marginal, but to investigate the ways in
which meanings are, in fact, invested in and conveyed
[emphasis added] through each of the senses.

(p. 405)

This approach has led some anthropologists to
point out that the five senses model that is domi-
nant in Western folk conceptions is a cultural
construction (see Howes, 1991, 2005). Kathryn
Linn Geurts, for example, found during ethno-
graphic fieldwork among the Anlo Ewe in Ghana
that they did not divide sensory experience as
Westerners did. Moreover, the Anlo Ewe placed a
strong emphasis on balance and kinaesthesia, forms
of proprioception that are frequently left out of
Western accounts of the senses, and believed that
there were links between one’s sensory carriage and
moral status (Geurts, 2002, especially pp. 37-69).
Other anthropological research, likewise, has high-
lighted different relations of what David Howes
(2005) calls “intersensoriality,” “the multidirec-
tional interaction of the senses and of sensory ide-
ologies” (p. 9).

Although anthropologists interested in the
senses have often been critical of approaches to
culture that are overly discursive (see Porcello,
Meintjes, Ochoa, & Samuels, 2010), they have
sometimes adopted models of sense experience that,
for want of better models, treat abstract modes of
understanding as an analog for sense experience.
For example, David Howes (1991) argues that the
anthropology of the senses should explore “how
the patterning of sense experience varies from one
culture to the next in accordance with the meaning
and emphasis attached to each of the modalities of
perception” (p. 3). Although certainly this is true,
“meaning and emphasis” are likely only two of the
forces that shape different cultural ways of perceiv-
ing, and focusing on these conscious elements may
distract from more practical and inchoate forms of
sensory enculturation. These anthropological treat-
ments of the senses as carriers of “meaning” also
have been difficult generally to connect to new
research about perceptual learning or variation in
psychology or neurology, although I would argue
that there are intriguing parallels between anthro-
pological research on the senses and cultural neuro-
science accounts of sensory variation.
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One of those areas of parallel is a body of work on
sensory enskilment inspired by James Gibson’s eco-
logical psychology through the work of anthropolo-
gist Tim Ingold (2000). Cristina Grasseni (2004),
for example, in her research on cattle breeders and
livestock judges in Alpine Italy, focused extensively
on how they develop visual skills to assess animals
in ways that were simply not recognizable to naive
viewers:

Skilled practitioners know well that bodily
knowledge entails discriminating and disciplining

the attention of the senses, including that of sight.
Skilled vision implies an active search for information
from the environment, and is only obtained through
apprenticeship and an education of attention. (p. 13;
see also Grasseni, 2007)

The “education of attention,” a phrase borrowed
from Gibson (1966, 1979), can, over develop-
mental time, lead to the sorts of domain-specific
perceptual learning that have been recognized in
both anthropology and psychology for more than a
century. Ingold (2001) proposed the “education of
attention” as a more ecologically valid way of under-
standing cultural learning than the suggestion that
a form of knowledge, such as a schema or symbolic
system, is “transferred” whole from one individual’s
mind to another’s. The more effectively individuals
focus on sensory variables with crucial informa-
tion, the more accurate and efficient they can be
at extracting the information that they need, such
as distance to an object from a pulse-to-echo gap
when echolocating. As Ingold’s account suggests,
an instructor such as Kish encourages this develop-
ment, not by transferring knowledge but, rather,
by directing novices’ attention to the most crucial
sensory variables in the environment. This observa-
tion also coincides with evidence that shows that
when learning a motor-perceptual skill, feedback is
most effective when it concentrates not internally,
or on the actions themself, but externally, on the
consequences of correct technique for perception of
the environment (see Wulf, 2007). That is, effective
coaching focuses on what the novice should per-
ceive, not making him or her more self-conscious
of technique.

This model of sensory enculturation as an edu-
cation of attention with long-term consequences
for neuropsychological functioning when reiter-
ated over developmental time coincides well with
evidence emerging from cultural neuroscience and
the study of perceptual learning (Hedden, Ketay,
Aron, Markus, & Gabrieli, 2008; Sasaki, Nanez, &
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‘Watanabe, 2010). Some of this research has noted
differences between Western and Asian subjects in
visual scene perception: Westerners tend to focus
more on focal objects and neglect context, whereas
East Asian subjects are more sensitive to contexts,
relationships, and backgrounds in visual perception
(Chua et al., 2005; Kitayama, Dufty, Kawamura, &
Larson, 2003; Nisbett & Miyamoto, 2005). Simply
stated, different modes of attending to scenes are
habitual, and the styles of perception in which one
engages most often become both more skillful and
less effortful. For example, Goh and colleagues’
(2007) finding that older Asian subjects showed less
adaptation in object-processing brain regions com-
pared to Western counterparts may be seen as dem-
onstrating a different habit of perceptual behavior
and the long-term consequences of reiteration of
this pattern over the course of a lifetime. The focus
on the education of attention also coincides more
closely with models of cultural context as a form of
priming (e.g., Lin, Lin, & Han, 2008; Oyserman &
Lee, 2008). If “culture” is, in part, perceptual ori-
entation to particular sources of sensory stimuli in
an environment, then it makes sense that priming
techniques can redirect that attention in particular
situations, temporarily suppressing or exaggerating
encultured sensory tendencies.

More important, considering sensory learning as
a form of enculturation focuses our research ques-
tion in a more limited way on the distribution of
sensory skills. Currently, most cultural neurosci-
ence research treats variation in sensory behavior as
merely symptomatic of a grander cultural pattern,
such as “holistism” or “analytic” thinking. Although
this contrast certainly captures some intriguing dif-
ferences, a Jess comprehensive, Jess all-encompassing
model of culture allow us to better deal with
exceptions to the overarching pattern (Oyserman,
Coon, & Kemmelmeier, 2002). A sensory encul-
turation approach also coincides with a more
sophisticated model of cultural variation as the
result of slowly sedimented bodily practice (rather
than internalized cognitive schema; see Kitayama &
Uskul, 2011; Roepstorff, Niewdhner, & Beck,
2010) and possibly occurring throughout the ner-
vous system, rather than just in late processing areas
(e.g., Zenger & Sagi, 2002). A more diffuse and
fragmented sense of culture additionally raises the
possibility of recognizing many more forms of cul-
ture than are currently discussed in cultural neuro-
sciences. Moreover, a focus on lower-level variation,
such as sensory behavior, may offer entry points
for dealing with psychological problems across
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cultures, such as differing patterns of dyslexia or the
social-perceptual disruptions of autism spectrum
disorders, by acknowledging how various forms of
sensory learning might be differently disrupted by
organic obstacles.

The Culture Concept in Cultural
Neuroscience

Most discussions of contemporary cultural the-
ory note that anthropologists have long disagreed
on how to define the term, dating back at least to the
middle of the twentieth century when so many defi-
nitions of “culture” were on offer that Kroeber and
Kluckhohn (1952) felt the need to collect more than
150 of them. Although some critics have pointed to
this morass as a reason for abandoning the use of the
term, I believe that “culture” has served valuably to
highlight a broad area for investigation, one that is
irremediably difficult to delineate precisely because
of its theoretical and practical imbrication with vari-
ous dimensions of human existence but also with
elements often held to be its opposite. For example,
if “culture” is opposed to “nature,” the definition of
“nature” itself varies across groups (and thus is “cul-
tural”) (see Descola, 2013).

The murkiness and variability of the term in
anthropology arises in part from the sheer breadth
of the phenomena that anthropologists wish to con-
sider and the different forces that produce patterns
of human variation. Although “culture” may sug-
gest that this induced variation is patterned, and
that it is not “innate,” in fact we know that these
too are contentious claims: Culture itself can be
contested and shot through with coercion, and the
very capacity for culture is itself a biological trait
of humans. From the consequences of deeply held,
collective cultural values or ideologies to the effects
on individuals of patterns of face-to-face interaction
and implicit norms, from the cognitive entailments
of language diversity to the nonconscious influ-
ences of patterns of behavior or bodily training,
and from particular products of universal cognitive
mechanisms to the widespread influence of technol-
ogy on those who use it—all of this (and more) has
been considered “cultural.” That is, anthropologists
disagree about the definition of culture, in part,
because the range of phenomena under discussion is
simply so broad and rich. Culture is less an explana-
tory device than an empirical project.

In contrast, the definition of “culture” that
dominates cultural neuroscience, especially that
implied in the choice of research questions and
subjects, seems much smaller, and it focuses not on
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understanding any individual culture but instead on
documenting cultural difference. As Cohen (2009)
writes, “A person reading these literatures could be
excused for concluding that there is a very small
number of cultural identities (North American
vs. East or Southeast Asian), that vary principally
on the dimensions of individualism—collectivism
or independent—interdependent self-construal”
(p- 194). The dangers of this treatment of cul-
ture, including a pattern of essentalizing and
binary thinking and elements that are inevitably
missed, have been highlighted by other authors
(Martinez Mateo, Cabanis, Cruz de Echeverrfa
Loebell, & Krach, 2012; Martinez Mateo, Cabanis,
Stenmanns, & Krach, 2013).

The basic impulse that motivates and orients cul-
tural neuroscience, however, bears repeating despite
the criticisms because it is so radical. As Denkhaus
and Bos (2012) write, cultural neuroscience departs
from more mainstream neurological and cognitive
research in a crucial regard:

While mainstream social, cognitive, and affective
neuroscience implicitly or explicitly assumes that
basic psychological processes and their neural
correlates are universal, cultural neuroscience
reckons with the cultural embeddedness, and
hence with the particularity, of these processes.
Cultural neuroscience thus challenges the universal
applicability of findings derived from psychologists’
and neuroscientists’ preferred research subjects,
European—Americans. (p. 436)

Although cultural neuroscience must contend
with its own definitional problems and sampling
biases (see Chiao, 2009), Denkhaus and Bés are
correct that this basic project “at least put into ques-
tion some rather uncritically held assumptions of
mainstream neuroscience research: Cognitive pro-
cesses are not simply hard-wired, but may be shaped
by cultural contexts” (p. 437). This fundamental
shift in the understanding of human nature war-
rants strong defense, especially given that disparities
in health care may be exacerbated by unexamined
biases in research that disproportionately focus on
WEIRD populations (Henrich et al., 2010).

If anything, the first phase of cultural neurosci-
ence research has been a more radical challenge to
cultural anthropology than neuroscience because,
even given the limits of sampling and theoretical
issues, the first wave of findings in cultural neuro-
science suggests that a divide between culture and
biology cannot be sustained. This divide between
mind and brain has been a crucial boundary for
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dividing intellectual labor and securing a space for
cultural inquiry, so the erosion of the distinction has
caused some anthropologists to fear that our bio-
logical colleagues will seek to swallow up entirely
human variation in a wave of biological reduc-
tionism (e.g., Martin, 2000). In contrast, those
of us interested in neuroanthropology perceive an
extraordinary opportunity to expand the purview
of cultural research and to recognize that culture
has profound biological consequences, abun-
dantly illustrated by pioneering efforts in cultural
neuroscience. The “of-course-ness” of that realiza-
tion now—the confidence we have that culture
affects neurobiology—should not blind us to how
radical the proposition appeared little more than a
decade ago.

For neuroanthropology, however, the goal is
not just to compare the neuropsychological per-
formance of people from different ethnic groups,
although this has served well as a proof-of-concept
that such differences have neurological conse-
quences. Rather, neuroanthropologists seek to use
field-based, empirical research on naturally occur-
ring human variation to better understand the
brain, or even just to ask better questions about
what is neurologically plausible (Dominguez
Duque, Turner, Lewis, & Egan, 2010; Lende &
Downey, 2012). This approach requires embracing
the broadest possible sample of human variation
because we will only know what these mechanisms
are capable of by studying extremes. We will only
understand how this variation can arise by examin-
ing the processes that produce pools of apparent
continuity, but it also requires us to be open to
multiple types of data, even if those data are only
suggestive. To exclude considering cultural varia-
tion because its bearers do not reside close to neu-
roimaging laboratories or cannot be expressed by a
subject who must remain horizontal and still inside
a magnet is to too tightly leash our curiosity about
human variation.

A possible remedy for some of the current
issues with cultural neuroscience is not to aban-
don entirely the concept or to attack rhetorically
one variant definition or another but, rather,
to strongly encourage a more anthropological
appetite for cultural variation, a broader curios-
ity about the uncanny weirdness and startling
variability of humanity. The fact that this has
not already happened highlights the fact that,
despite frequent admonitions by cultural neuro-
scientists that they must draw on anthropologi-
cal insight, references to anthropologists—except
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for a small core of theorists who talk about con-
trasts between the Occident and Orient at a civi-
lizational level—in cultural neuroscience writing
are surprisingly rare. The fault is not entirely
with the cultural neuroscientists. As Theodore
Schwartz (1992, p. 324) argued more than two
decades ago, psychology and anthropology have
undergone a “mutual estrangement” due to a
fundamental “inter-paradigmatic misunderstand-
ing,” with fault for this gap “on both sides.” For
example, as I suggested in the survey of sensory
research in anthropology, many in my field have
moved away from precisely the sort of broad
comparative perspectives provided by ethnol-
ogy that might be most useful for refining ques-
tions in the cultural neurosciences. The revival of
interesting cross-cultural research (e.g., Henrich
et al., 2010) heralds greater potential scope for
collaboration (see also Brown & Seligman, 2009;
Seligman & Brown, 2010).

In particular, the dominance of East—West com-
parisons in the field of cultural neuroscience has
starved the emerging speciality of research ques-
tions. Over and over, the theoretical framework
of the research is predictable, the outcome fore-
gone: a reiteration of independent—interdependent
self theory or analytical-holistic thinking. On this
particular cultural quality, we have increasing
depth and sophistication, including the intriguing
addition of genetics research and gene x culture
interaction (Chiao & Blizinsky, 2010; Dressler,
Balieiro, & dos Santos, 2012; for review, see
Chiao, Cheon, Pornpattananangkul, Mrazek, &
Blizinsky, 2013). But how do we go about open-
ing up cultural neuroscience to new forms of cul-
tural difference while still preserving the enormous
advances made by the field thus far? T argue that
being less concerned about the definition of cul-
ture and more curious about potential human
variation no matter what form it takes will help
us to understand both the processes that produce
and the consequences of human neurological
variation. Although the individualist—collectivist
contrast between Western and Asian populations
has served as an excellent proof-of-concept for a
nascent cultural neuroscience, we run the risk of
it constraining what we can learn, especially given
the enormous challenges of human neurodiversity

and health.

Unleashing Culture
I disagree strongly with Peter Smith (2010,
p- 91) when he suggests that “new directions”
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for cultural psychology (or neuroscience) should
include a return to Geert Hofstede (1980) for more
cultural “dimensions” to explore (see also Markus &
Hamedani, 2007). The “dimensional” approach to
the study of cultural-psychological variation can
obscure as much as it reveals, and it makes the
current study of culture in cultural neuroscience
prone to the charge of “binarity” (see Martinez
Mateo et al., 2013, p. 2). For example, the anthro-
pological record includes many more variations of
self-constitution than just Western individualism
and East Asian collectivism, including variant forms
of both. Kuserow’s (2004) study of American indi-
vidualism highlights that individualism varies across
classes, with working-class communities favoring a
“hard individualism” that prizes toughness, obedi-
ence, vigilance, and the ability to defend oneself,
whereas upper- and middle-class communities
demonstrate a “soft individualism,” in which each
individual’s potential and uniqueness is privileged,
and egalitarian social relations are expected even
between parents and children. Arguably, the patrio-
tism, consumerism, and precarious labor situations
of many Americans might also generate situations
in which they might express communitarian ide-
als or self-concepts, even though explicit ideology
might prize individualism. Rather than just con-
trasting individual independence with interdepen-
dence, a more culturally curious research agenda
would seek to exploit these variations, to create
experimental conditions in which normally inde-
pendent individuals might act otherwise. Priming
experiments already do essentially this, but they
tend not to use native situations to try to prime
counter-stereotypical behavior instead of mapping
out different forms of individualism, for example
(Oyserman & Lee, 2008).

Similarly, collectivism itself may take differ-
ent forms, not just the interdependence of identity
based in family networks highlighted by Markus and
Kitayama (1991). For example, hierarchical interde-
pendence might contrast vividly in some experimental
conditions with a more egalitarian, group interde-
pendence, such as a contrast between Confucianism
and Maoism. Again, prying apart competing tenden-
cies, noting intergenerational variation, and finding
situations in which behavior cleaved might produce a
much more robust account of Asian interdependent
self-conceptions, including within-group variation.
Does identification with a clan totem, or a name-sake
ancestor, or one’s own prior reincarnations produce
similar unusual effects in the neurological systems
that subtend self-perception?

DOWNEY ST

7/28/2015 1:27:17 AM




OUP UNCORRECTED PROOF - FIRSTPROOFS, Tue Jul 28 2015, NEWGEN

|
@)
&

Anthropology records even more unusual vari-
ants of interdependent self (but see Spiro, 1993).
Based on a wide ethnological survey of anthropolog-
ical literature, Philippe Descola (2013) has outlined
patterns of cultural variation in ontology—that is,
fundamental schemas for understanding the rela-
tionship of humans to other living things. He argues
that Westerners, including anthropologists, are
“naturalists,” assuming an absolute division between
culture and the natural world and also between
humans and other living things. In contrast, vari-
ous other forms of identification and anthropo-
morphism are evident in other societies, including
animism, totemism, and other variants. Under what
experimental circumstances might individuals from
these societies evidence profoundly different neuro-
cognitive processes for imaging these rich connec-
tions with the natural world?

Similarly, Rane Willerslev (2004) explored the
forms of identification that Siberian Yukaghirs
hunters employ so that they may approach their
wary reindeer prey; the hunters sense of identifica-
tion is so intense that they sometimes fear that they
will slip their human form and join the animals that
they hunt. Or what about individuals who undergo
dissociative experiences in societies that encour-
age these states of awareness as a form of heal-
ing, such as in Brazilian candomblé (Seligman &
Kirmayer, 2008)?

Although the logistics (or ethics) involved in
designing experimental protocols may prevent us
from using familiar neuroimaging techniques on
indigenous populations, all the more reason that
we should study neurodiverse populations close to
home, such as echolocating blind activists or oth-
ers whose skills or ways of living offer glimpses of
the neurological mechanisms that might under-
write other forms of cultural difference. In fact,
what differences might exist between university stu-
dents in Western and Asian countries are likely at
least partially arbitraged away by a host of shared
experiences—literacy, urbanization, technology,
mass media, consumerism, and shared popular cul-
ture. We should use our imaginations to slip the
leash of any narrow comparison of independent and
interdependent selves, to seek out the greatest neu-
rocognitive variation possible, even close to home.

Research on highly skilled populations who
activity-dependent
neuroplasticity (e.g., Maguire et al., 2000) can also
lead us to hypothesize about related cases of cultural

demonstrate developmental

variation, both near and far. For example, are the
navigational skills of Pacific Islanders, discussed in
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such fine detail by Ed Hutchins (1995), underwrit-
ten by similar neurocognitive mechanisms as the
urban geographical knowledge of London cab driv-
ers? Or are the differences in their performance so
great that they likely indicate a fundamentally dif-
ferent process of skill acquisition and target mecha-
nisms in the brain?

A broader anthropological sensibility can expand
cultural neuroscience, multiplying the target popu-
lations and questions. Differences in mean perfor-
mance between one ethnic group and another, or
between two linguistic communities, do not mea-
sure “culture”; they simply map out some portion
of that possible variation (while simultaneously sub-
merging other parts, such as within-group variation
arising from behavior, habits, education, or other
developmental patterning).

Closing Gaps by Opening Horizons

In psychiatric anthropology, it is axiomatic that
the prognosis for those with psychiatric conditions
varies significantly across cultures, in part due to
people’s expectations about recovery, the ways that
the healthy interact with those who have condi-
tions, and the forms of treatment and support avail-
able in different cultural contexts. World Access
for the Blind and the case of human echolocation
highlights the way that “disability” emerges, not
just from the entrenched characteristics of those
with neurological and physiological anomalies but
also from the way that these anomalies interact with
the expectations and actions of others. To be blind
is not merely to be bereft of sight. To be blind is,
in part, to be forced to interact on unequal terms
in an environment, created by those with different
sensory abilities, that can be more or less hostile to
one’s limitations. To be blind is, in part, to engage
with people who may be entirely ignorant of your
potential, with consequences for the development
of your sensory abilities.

Conditions such as blindness can be made more
difficult precisely because those people who have
them do not typically form “subcultural” groups in
which they can interact with others like themselves,
developing the forms of collective and cumulative
knowledge that the rest of us (those who are “abled”
or neurotypical) incorporate in the course of sen-
sory education. To follow Daniel Kish or another
one of the mobility instructors in World Access for
the Blind is not merely to see individuals using their
abilities; it is to observe the temporary creation of an
environment in which their sensory condition is the
norm and in which information about being in that
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world flows between people who jointly inhabit it.
This makes their story an optimistic one, not merely
about solidarity and decreased prejudice, but also in
that neuroscientific and psychological research on
diversity can directly affect the individuals who are
the subjects of that research, in part by shaping their
ability to self-reflect and refine their skills.

Cultural neuroscience and neuroanthropology
have a crucial role to play in helping to facilitate
communication among those who share distinctive
neurological endowments but also between diverse
groups who do not. A public aware of neurodiver-
sity and the necessity of supporting diverse forms of
development would be much more likely to encour-
age practices such as exploratory echolocation, rec-
ognizing the long-term consequences of enforced

passivity on a developing child, sighted or blind.
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4 Health, Development, and
the Culture-Ready Brain
Charles Whitehead
Abstract

This chapter aims to contribute to an improved understanding of the social brain and the rising tide
of psychological health in children. It challenges certain misperceptions affecting scientific research
and child-oriented policies, and it presents a “play and display” hypothesis that holds that spontaneous
communication, play, and performance (social displays), uniquely developed in humans, are a major
reason for our enlarged brains and are essential to the development of self/other-awareness, brain
maturation, human culture, and healthy child development.The hypothesis is linked to pivotal theories
in the social sciences, notably social mirror theory, ritual/speech coevolution theory, and the theory of
anti-structure. Implications for child health are discussed, and the argument is supported by evidence
relating to epigenesis, brain development, developmental psychology, paleoanthropology, neuroimaging
research, and the culture-ready brain. The chapter concludes with some pointers for future child

development policy.

Key Words: anti-structure, brain evolution, child development, culture-ready brain, epigenesis,
neuroimaging, performance, play, social display, social mirror

Introduction

It seems paradoxical that, despite the Decade
of the Brain and the dramatic expansion of the
cognitive sciences, psychological problems should
be increasing, while scientists themselves can-
not agree on the precise causes of these prob-
lems. Indeed, there is no scientific consensus on
what makes the human mind, brain, and behav-
ior unique (Henshilwood & Marean, 2003;
Renfrew, Frith, & Malafouris, 2009); what human
beings need for optimal development (Narvaez,
Panksepp, Schore, & Gleason, 2012); or what
kind of child-oriented policies are most likely to
favor the development of happy, healthy, and
socially positive citizens (Narvaez et al., 2012).
One might question whether we really are living
in an age of unprecedented self-knowledge or, per-
haps, whether cognitive science is part of the prob-
lem rather than the solution. It is the aim of this
chapter to challenge current understandings (or
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misunderstandings—see next section) and contrib-
ute to a better theoretical basis for defining human
needs, guiding future research, and helping policy-
makers to make more informed decisions.

Some Common Misunderstandings

I think there are several misunderstandings
that are of relevance to cultural neuroscience and
health, especially mental health, and that are largely
the result of ideological bias (Whitehead, 2010a,
2010b, 2012).

An obvious example is the Protestant work
ethic—associated with the rise of capitalism and the
industrial revolution (Weber, 1904—1905/1930)—
resulting in an ethos that values work over play
(Turner, 1982), object over social skills (Smith,
1988), science and technology over the arts
(Jennings, 1990), and logic over imagination
(Jennings, 1990). Here, evidence is presented that
suggests we should reverse these valuations.
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It is important to realize that human beings did
not evolve to work in the modern economic sense.
Work of this kind began with the agricultural revo-
lution approximately 10,000 years ago (Gage &
DeWitte, 2009; Mummert, Esche, Robinson, &
Armelagos, 2011; Parikh & James, 2012), which
is very recent in an evolutionary timescale. During
the rest of our evolutionary past, our ancestors for-
aged for food as do all mobile animals. Work in the
bureaucratic sense is even more recent, following the
inventions of literacy and numeracy in the earliest
river valley civilizations (Parkinson, 1963), whereas
academic work sensu stricto is the most recent of
all, associated with various schools of Asian and
European philosophy—Hindu philosophy being
the oldest. The first Western teaching institution
was the Academy in Athens, founded by Plato in
approximately 387 BCE.

The Protestant work ethic influences scien-
tific research (Whitehead, 2008a) (see the section
titled Social Displays in Human Development and
Evolution and that titled The Culture-Ready Brain)
as well as parental attitudes and government policies
relating to child care, education, school recess, and
the teaching of the arts (see Man-Made Maladies).

A second ideological bias is Western individu-
alism (Whitehead, 2008b; Wood, 1972). The
behavioral sciences, rightly, have moved away from
individualistic approaches (Singer, Wolpert, &
Frith, 2004), and cultural psychologists and neu-
roscientists have conducted considerable research
on the mental and neurological differences between
Westerners and Easterners—the latter having a
more collective sense of self (Chiao & Ambady,
2007; Chiao, Li, & Harada, 2008). Nevertheless,
there are still lingering consequences of individual-
istic thinking. For example, the social intelligence
hypothesis (Chance & Mead, 1953) was proposed
almost 40 years before Leslie Brothers published her
social brain concept (Brothers, 1990). Although
this concept has proved seminal, there is still a ten-
dency to regard much of the human brain as “non-
social” (cf. Adolphs, 1999, 2003). According to the
social intelligence hypothesis, brain expansion in
primates was driven by the cognitive demands of
living in relatively complex social groups (Byrne &
Whiten, 1988). This implies that any part of a pri-
mate brain that is expanded (relative to its homolog
in a non-primate mammal of similar body size) is
likely to serve one or more social functions. This
applies to most of the human brain, including
structures still regarded as nonsocial. The section
titled The Culture-Ready Brain extends the social
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brain concept in directions that have been relatively
neglected in the behavioral sciences (Whitehead,
2010c¢).

Individualism not only biases our view of the
human brain but also underestimates the impor-
tance of cooperation in biology and evolution
(Whitehead, 2012). Organisms are cooperating
societies of organs, cells, organelles, etc. Similarly,
genes must cooperate with genomes if they are to
survive, and ecosystems are essentially mutualis-
tic. Without cooperation, there could be no com-
petitors, and cooperation is the more fundamental
of the two. As in biology, so in education, where
individualism leads to an excessive stress on per-
sonal excellence and competition (see Man-Made
Maladies).

A third and very influential bias is genocentrism,
which treats the “selfish gene” as the prime mover
in evolution (Dawkins, 1989). This bias itself is in
part a by-product of individualistic thinking with
its emphasis on competition. Although the selfish
gene approach has done much to improve under-
standing and dispel some former false assumptions,
its claim to Darwinian legitimacy is questionable.
In strict Darwinism, the prime mover in evolu-
tion is environmental threat. In the absence of
threat, natural selection tends to resist evolution-
ary change. Furthermore, the selfish gene approach
cannot explain the recurring patterns in macroevo-
lution and the remarkable ubiquity of convergent
evolution (see Epigenesis). Comparative anatomy
1917/1992)
(Young, 1981) suggest that evolution is far less ran-

(Thompson, and fossil evidence
dom then assumed by genocentric thinkers such as
Richard Dawkins (1989) and Stephen Jay Gould
(1989).

A particular problem occurs when genocentric
speculation imposes the pseudo-Darwinian con-
cept of “memes” onto cultural evolution (Dawkins,
1989, pp. 189-201). Meme theory makes cul-
tural phenomena—such as religion—the result
of random copying errors, and thus arbitrary,
and often—in the case of supernatural beliefs in
particular—functionless or worse (Dawkins, 2006).
This theory entirely overlooks the specific adapta-
tions that make human beings capable of creating,
maintaining, and developing culture of human
type (Whitehead, 2012) and also the evident dis-
continuities between animal and human cultures
(Whitehead, 2003, 2014). Ethnographic evidence
does not support the view that religion has no func-
tion, and it has led many social anthropologists to
conclude that ritual was essential to the origins of
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human culture and to its early development and
remains today an important mechanism of cul-
tural stability and adaptive change (see Theoretical
Background). Later I address evidence that coun-
ters genocentric assumptions, and discuss specific
human adaptations.

A fourth ideological bias is logocentrism—the
attribution of such major importance to language
that other fundamental differences between human
and nonhumanapesare underestimated (Whitehead,
2014). In combination with genocentrism, this
leads to false understandings of language evolution
and human evolution more generally (Whitehead,
2003, 2014). Of particular relevance here is the way
logocentric thinking conflates all kinds of social
displays—including music and dance—under the
rubric of “communication.” Later, I sketch a typol-
ogy of social displays and their development dur-
ing childhood and evolution that makes clear how
logocentrism fails to accommodate the richness and
spontaneity of human social behavior.

A fifth bias is cognocentrism—the assumption
that brain expansion during human evolution was
primarily driven by selection pressure for “intelli-
gence” (whether social or not) and that our most
important mental processes are “cognitive” and
therefore conform to an input — processing — out-
put model derived from computing (Whitehead,
2010b). The following section includes an alter-
native view of brain expansion, and a later section
reviews research by performative psychologists
showing that human development is highly depen-
dent on output-first behaviors (i.e., spontaneous
behaviors that occur even in the absence of any
external trigger).

Although the five tendencies mentioned previ-
ously do not constitute an exhaustive list, they are
sufficient to make clear the motivation of this chap-
ter and the evidence chosen to support its central
thesis—the crucial importance of social displays
and their relevance to cultural neuroscience and

health.

Theoretical Background
The Play and Display Hypothesis
and Social Mirror Theory

The “play and display” hypothesis holds that
communicative, playful, and performative behav-
jors (social displays) are uniquely developed in
humans, are the core of what makes us human,
were major factors driving brain evolution, are cru-
cial epigenetic mechanisms that sculpt individual
brains, are fundamentally constitutive of human
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culture, and are absolutely essential to healthy child
development (Whitehead, 2001, 2003).

The hypothesis is a corollary of social mirror
theory, first proposed at the end of the nineteenth
century by Wilhelm Dilthey (1883-1911/1976)
and James Mark Baldwin (1894/1902) and fur-
ther developed in social psychology by George
Herbert Mead (1934/1974); in sociology by
Erving Goffman (1959); in anthropology by Victor
Turner (1982); and in developmental psychology,
paleoanthropology, and neuroscience by Charles
Whitehead (2001, 2003). Social mirror theory
holds that “mirrors in the mind require mirrors in
society” (Whitehead, 2001). That is, social displays
make experiences public and salient so that, dur-
ing childhood, we begin to notice them in ourselves
and others and become aware that we and others
have such experiences. As G. H. Mead noted, this
theory rejects Western individualism and its expres-
sion in Cartesian solipsism—cogito ergo sum should
read cogitamus ergo summus or even sensoramus
ergo summus. Social mirror theory makes reflec-
tive consciousness—the ability to read one’s own
mind—and the ability to read other people’s minds
a singular inseparable phenomenon.

Ritual/Speech Coevolution Theory

Social mirror theory complements a second
theory, originally proposed by Emile Durkheim
(1912/1964), that the emergence of language—and
culture of human type—depended on ritual. What
distinguishes language from animal communica-
tion, Durkheim argued, is displaced reference—the
ability to refer to things not present in the here and
now but only in the mind of the speaker. How can
we encrypt an intangible, he asked, unless it is first
made public by ritual pantomime—a conventional-
ized drama that everyone understands and that is
“sacred” in the sense that it carries the consensual
authority of an entire community?

Speech—act theorists have advanced a sec-
ond argument that points to the same conclusion
(Austin, 1978; Grice, 1969; Searle, 1969). Words
are cheap, and it is too easy to lie. If language could
not be trusted, it would simply be ignored, and so
have no function. Hence, language depends on a
“social contract” (i.e., a communally imposed code
of behavior with reasonable guarantees of honesty).
In societies without police or judiciary, this can only
be implemented through ritual and ritually con-
structed supernatural beliefs (Knight, 1998).

There is a third argument that also points to a
ritual origin for language, although this was denied
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by its eccentric author, who deemed ritual unwor-
thy of scientific interest. Lévi-Strauss (1950/1987)
was greatly intrigued by the curious fact that, in
animistic societies, words such as mana, wakan,
and orenda—commonly translated as “medicine”
or “sacred power’—also function as empty refer-
ents. That is, like “something” in English, they can
be used to denote anything new, strange, or for
which no other word can be found. He inferred a
single big-bang origin for both language and reli-
gion (as well as culture of human type). In that
primal creative moment, “the entire universe all at
once became significant” (p. 60). In his view, the
first utterance would refer to this cosmic signifi-
cance and then, as later words were differentiated
from this mother-of-all-words, the residual signifier
would continue to refer to the prime mover in cre-
ation and everything not yet included in our refer-
ential system of meanings.

Anyone familiar with religious experience
research, as pioneered by William James (1902/1985)
and Alister Hardy (1979), will recognize this “entire
universe all at once became significant” as a classic
feature of spiritual experience. Even in the secular
West, between a third and a half of the population
has had at least one spiritual experience (Wulff,
2000). However, spiritual experiences are much
more widespread and frequent in foraging com-
munities (Bourguignon, 1973). Indeed, it is dif-
ficult to see how words such as mana, wakan, and
orenda could have acquired their significance in
any other way. It should not surprise us if language
(and human culture) did originate in an “altered
state.”! Such states are an inevitable consequence of
human dissociative or hypnotic abilities (Bliss, 19865
Tart, 1969) and, among hunter—gatherers, virtually
all innovations—new dances, new customs, and
even new fish traps—derive from dreams, visions,
ritual trances, or divine visitations (for review, see
Whitehead, 2011). Foraging communities (which
value the archetypal over the creative, and tradition
over “progress”) accept such innovations only because
they are regarded as gifts from the supernatural realm.

Durkheim’s argument regarding the ritual ori-
gins of language has never, to my knowledge, been

"This idea was first proposed in my MSc dissertation
(Whitehead, 1995) and is based on Turner’s (1969) theory
of anti-structure and the observation that the transformative
power of ritual depends on collapse or inversion of everyday
categorical distinctions. Such anti-structure is equally
characteristic of altered states of consciousness, including ritual
trance.
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effectively disputed, and it has been widely influ-
ental in social anthropology. His idea has been
extended to become ritual/speech coevolution
theory (Enfield, 2010; Knight, 1998, 2014; Lewis,
2009; Power, 1998, 2014; Rappaport, 1999; Watts,
2009, 2014; Whitehead, 2014). In its current form,
the theory further maintains that any attempt
to explain language as an isolated trait is akin to
explaining the emergence of the credit card with-
out considering the preconditions on which credit
cards depend—such as commerce; money; bank-
ing; the digital computer; and the means to deter,
detect, and punish fraud. It is therefore impossible
to “explain” language evolution as a singular adap-
tation distinct from human culture. Language is a
part of human culture, and the entire package has
to evolve (or be invented) as a whole.

Ritual/speech coevolution theory complements
social mirror theory because it recognizes that men-
tal insight requires mental states to be made public,
and because ritual itself is a social mirror—a social
display dependent on other social displays, most
notably pantomime or role-play but also commonly
song, dance, visual art, and so on. Hence, culture
of human type is dependent on the social displays
discussed later.

The Theory of Anti-Structure

There is a third theory that, like the play and
display hypothesis, is derived in part from social
mirror theory. This is the theory of anti-structure.
The theory began with a 2-year study of rituals in
India by Arnold van Gennep (1909/1960). Van
Gennep argued that all rituals are “rites of passage”
because they accomplish transformations—whether
in individuals or groups of similar individuals (“life
crisis rites” such as birth, initiation, marriage, and
funeral rites) or in society as a whole (“calendrical
rites” such as New Year, Halloween, or Sunday com-
munion). He further claimed that all rites of pas-
sage comprise three phases—a separation phase, in
which participants are taken out of their everyday
world; a transitional phase, in which transforma-
tion is accomplished; and an incorporation phase,
in which participants are returned to the mundane
world transformed. Most important, he observed
that the transitional phase was characterized by
suspension or violation of everyday norms (mainly
in life crisis rites) or by a Saturnalian inversion of
everyday norms (mainly in calendrical rites). For
example, in the latter case, incest or cannibalism,
normatively regarded as abhorrent, may become
sacraments in ritual. Christian communion is an
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example of make-believe cannibalism as a sacra-
ment, although actual cannibalism may occur, as
among the Avatip (Harrison, 1993).

Victor Turner (1969, 1982) coined the term
“anti-structure” to refer to the topsy-turveydom
of the transitional phase in ritual. His theory of
anti-structure holds that human life alternates
between the structural role-play of everyday life and
the anti-structural role-play of ritual, recreation, and
the arts. He noted that there are many behaviors
other than ritual that have anti-structural characteris-
tics and serve transformative or restorative functions.
For example, childhood pretend play, like ritual,
takes place in a “transitional space” (Bateson, 1955;
Huizinga, 1955; Turner, 1982; Winnicott, 1974), in
which major developmental changes and encultura-
tion are accomplished. Pretend play creates a shared
imaginary world in which normative constraints do
not apply and experimentation can take place with-
out incurring real-world risk (and, of course, ritual
itself involves an institutional form of pretend play).
In secular industrialized societies, Turner (1982)
observed, the functions of ritual have been largely
taken over by recreational activities, entertainment,
and the aesthetic arts. He further maintained that
human societies depend on anti-structural episodes
to maintain, repair, and revitalize social order and to
accomplish cultural change when circumstances so
demand. This is a far cry from the idea of random
copying errors in memes.

Psychological theories of creativity show close
parallels to the theory of anti-structure, invoking dis-
orderly, nonrational, or playful processes—creative
chaos (Cooley, 1902), daydreaming (Freud,
1907/1989; Baird, Smallwood, Mrazek, Kam,
Franklin, & Schooler, 2012), cognitive synergies
(Apter, 1982, 2008), REM sleep (Walker, Liston,
Hobson, & Stickgold, 2002), divergent thought
(Wade & Tavris, 2008), conceptual blending
(Fauconnier & Turner, 2008), and so on. Otto Rank
(1932/1989) described creativity as an “assump-
tions breaking process,” and Michael Apter (1982)
advanced a “theory of psychological reversals” that
contrasts goal-directed thought (zefic) with playful
thought (paratelic). Apter notes that the former can-
not arrive at anything new because linear reasoning
always remains trapped within its own premises.
Playful thought, in contrast, conflates categorical
oppositions and follows multiple nonrational paths,
so leading to serendipitous discoveries—novel
ideas and concepts that could never have been pre-
dicted from a set of fixed assumptions. Great ideas
are never products of logic but generally come
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“out of the blue” when not thinking purposefully
at all—famous examples being Archimedes in his
bath, Kekulé in his reverie, Newton dozing when
he saw the apple fall, and Einstein imagining him-
self astride a ray of light traveling away from the
town hall clock. Dreaming and daydreaming may
be essential aids to scientific insight.

There is a certain inevitable logic to the theory of
anti-structure. For example, to turn a caterpillar into
a butterfly, there has to be a separation phase (pupa-
tion), an anti-structural transformative phase (the
caterpillar body breaks down to be rebuilt to a new
body plan), and an incorporation phase (the but-
terfly emerges from the chrysalis). Comparable pro-
cesses are necessary even in town planning, where
buildings may have to be demolished or modified,
and a case could be made for sleep and dreaming as
anti-structural processes with restorative and trans-
formative functions. Indeed, anti-structural phases
may be essential to all self-ordering systems that
need to overcome their own internal entropy and
adjust to changing environmental demands.

Conclusion

The theories outlined here, taken together, impli-
cate social displays (as defined later) in the coevolu-
tion of the human brain and self/other-awareness;
the emergence of human culture (including lan-
guage and religion); healthy child development; the
healthy functioning of the human mind, human
societies, and human cultures; creative thinking;
and adaptive psychological and cultural change. The
theory of anti-structure in particular has a degree
of logical inevitability that makes it more like a
theorem than a theory; that is, like Darwin’s theory
of natural selection, certain claims of the theory
can be proved logically and cannot be disproved
empirically because the empirical evidence must
conform to whatever is logically inevitable. Later,
I further explore the idea of logical inevitability in
the contexts of epigenesis, child development, and
evolution.

If the theories reviewed here are sound, then any
research or theorizing in the relevant sciences, or
policies regarding relevant aspects of civil society,
that do not take these factors into account will be
at best insufficient and at worst may have damag-
ing consequences for human health, well-being, and
social order.

Man-Made Maladies
It has often been argued that because we no
longer live in our environment of evolutionary
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adaptedness (Bowlby, 1951), we create for our-
selves multiple problems of health, social relations,
well-being, child development, and so on.” It has
been further argued that the mismatch between
human needs and the human-made environment
has increased in recent decades, causing a rise in
psychological problems such as autism, attention
deficit hyperactivity disorder (ADHD), anxiety,
and depression, as well as physical conditions such
as obesity, diabetes, and autoimmune disorders
(Narvaez et al.,, 2012). Darcia Narvaez and col-
leagues claim that human development is being
misshaped by government policies, social prac-
tices, and public beliefs that fail to consider basic
human needs. These authors argue that practices
such as breast-feeding, co-sleeping, and parental
social support have waned in modern society, with
adverse consequences for our children. One of these
authors, Jaak Panksepp (2008), specifically links
the rise in ADHD to diminished opportunities for
natural play in modern societies, pointing out that
psycho-stimulants such as Ritalin—increasingly
prescribed for modern children—suppress playful-
ness and so, perhaps, compound rather than resolve
the underlying problem.

Compared to the 1970s, children now spend
50% less time in unstructured outdoor activities
(Juster, Stafford, & Ono, 2004). Children aged
10-16 years now spend, on average, only 12.6 min-
utes per day in vigorous physical activity—yet they
spend an average of 10.4 waking hours relatively
motionless (Strauss, Rodzilsky, Burack, & Colin,
2001). Opportunity for recess in many schools is
also declining, even though children who have more
recess are better behaved and learn more (Barros,
Silver, & Stein, 2009). The American Academy of
Pediatrics (2007) links increases in depression and
anxiety to a lack of unstructured playtime. Children
who are poor and black are the most likely to be
denied recess. First-graders in high-poverty schools
are 4.5 times more likely to have no recess at all
as those in wealthier communities, and first-graders
in high-minority schools are 7 times more likely to
have no recess as children in mostly white schools
(National Center for Education Statistics, 2005).
The Cambridge Primary Review (Alexander et al.,
2009) found that poverty was by far the greatest
problem faced by children, and that homework
in primary schools further disadvantaged children

>The word “Man” in the heading to this section is perhaps
justified because the maladies discussed developed or were
exacerbated in patriarchal societies.
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from underprivileged or unsupportive families.
Furthermore, cutbacks following the recent reces-
sion have led to reduced time for arts education in
schools. The performing and cultural arts are rooted
in spontaneous behaviors related to play, as I hope
to show, and this too is likely to have adverse psy-
chological and social consequences.

In addition to ADHD, there is also a link between
play, social awareness, and autism (Happé & Frith,
1996). That is, autistic children are deficient in
both pretend play and mentalizing ability, and
because make-believe play precedes the develop-
ment of mentalizing, it may be the more funda-
mental deficit. Whether or not autism is indeed on
the rise is a controversial issue, and a meta-analysis
of epidemiological surveys failed to reveal dispari-
ties berween different communities, nationalities,
or ethnic identities (Elsabbagh et al., 2012). This
may be due to lack of evidence rather than lack of
difference. Some authors have disputed the claim
that autism does not vary among races, citing a low
incidence of autism in many Latin American coun-
tries (e.g., Peru, Argentina, Brazil, and Venezuela)
and in several developing countries (e.g., Kenya,
India, and Hungary) (Sanua, 1981a, 1981b, 1984).
Sanua hypothesized that autism is more prevalent
in Western, highly technological countries, where
the nuclear rather than the extended family is pre-
dominant. American studies of schoolchildren and
students consistently show a lower incidence of
autism among Hispanics and First Nations people

(Table 4.1; Dyches, Wilder, Sudweeks, Obiakor, &

Table 4.1. Percentage (Based on Estimated Resident
Population) of Students With Autism Aged 6-21 Years
Served Under IDEA, Part B, During the 1998-1999
and 1999-2000 School Years

Percentage of Students

Population 1998-1999 1999-2000
Hispanic 0.06 0.06
First Nations 0.06 0.07
White 0.08 0.1
Asian/Pacific 0.1 0.12
Islander

Black 0.12 0.14
Average among 0.09 0.1

races

Source: Based on data from Dyches et al. (2004).
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Algozzine, 2004). This may reflect differences in
parental awareness, access to medical facilities,
and likelihood of diagnosis. However, such factors
would hardly explain why, relative to the American
white population, autism is more prevalent among
American Asian and American black populations.

In addition to the loss of freedom to play, there
is a relentless pressure on British and American
children to strive for excellence and competitive-
ness. The UK government, after commissioning
the Cambridge Primary Review (Alexander et al.,
2009), rejected its findings out of hand. The review
described the National Curriculum proposals for
England as “educationally unsound and eviden-
tially questionable. ... They perpetuate some of
the most damaging aspects of current and past
arrangements.”

The report recommended re-empowerment of
both teachers and children, more emphasis on arts
and humanities, more outdoor lessons after the
Scandinavian model, no homework in primary
schools, and no formal education before the age of
6 years. Against all the available research and advice, the
UK Department for Education is determined to begin
academic education in nursery schools (Office for
Standards in Education, Children’s Services and Skills,
1999) (referred to by the press as the “nappy curricu-
lum”). Something far more than the Protestant work
ethic is needed to explain such obduracy—perhaps
alarm at the increasing rate of PhD production in
China, which threatens to overtake even the United
States (Xinhua News Agency, 2002).

Paradoxically, current policies seem more likely
to stunt academic achievement while unwittingly
teaching underprivileged or less academically able
children that they are failures with no place in
today’s society. The potential for alienation is ines-
timable. The Cambridge Primary Review comments,
“Those who feel a failure are more likely to team up
with the class tearaways to gain at least some affir-
mation, if, indeed, they are able to make friends at
all” (Alexander et al., 2009).

In summary, it would seem that, in the United
States and United Kingdom at least, biases such as
the Protestant work ethic and Western individual-
ism, in combination with political anxieties and
parental concerns over child security, are conspiring
to rob children of their necessary play and creative
opportunities. This in turn hampers normal child
development, limits educational achievement, adds
to the social burden of psychological problems, and
leads to social problems such as alienation. I sub-
mit that there is an urgent need for policymakers
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to revise their priorities, placing more emphasis on
play and the creative arts.

Epigenesis

Cultural neuroscientists investigate the relation-
ships between genes, the brain, and culture. The
authors of the chapters in this book are further
exploring the relationships of these factors to health
and health disparities. However, because of the
genocentric bias mentioned previously, it is worth
noting some cautionary points regarding the role of
genes versus epigenesis in the development of the
human brain and social behavior.

The term “epigenesis” usually refers to processes
that alter gene expression or cell type, without
change to the underlying DNA. Childhood play is
itself an epigenetic factor in this sense. Jaak Panksepp
and colleagues (Burgdorf, Wood, Kroes, Moskal, &
Panksepp, 2007) have shown, in animal studies,
that play has important effects on gene expression.
Of 1,200 genes monitored, almost one-third exhib-
ited significant changes in the degree to which they
were transcribed. Panksepp (2008) observes,

The key to human psychic development may

lie in a combination of evolutionary tools and
epigenetic programming. It appears that epigenetic
programming from real experiences in society,
culture, and the world in general molded /igher brain
regions much more so than the information encoded

in genes. (p. 57)

However, I wish to extend the meaning of epi-
genesis to include factors that influence the evo-
lutionary selection as well as the expression of
genes—namely Platonic factors and emergent phe-
nomena, which have more to do with logical inevi-
tability than with physiology.

A simple example of an emergent phenomenon
occurs when you stack oranges on a stall (Figure 4.1).
The oranges inevitably form a mathematically
ordered pattern—and it has nothing to do with
genetics or even the laws of physics. Cigarettes in a
pack form the same pattern (you might say that this
is a primitive example of “convergent evolution”).
Mathematical or Platonic constraints apply to just
about everything that exists (Penrose & Clark,
1994). In 1528, Albrecht Diirer observed that you
can change one head shape into another by a sim-
ple mathematical transform (Figure 4.2), and this
in part inspired D’Arcy Thompson’s classic work,
On Growth and Form (Thompson, 1917/1992).
He showed, for example, that genetically unre-
lated fish—even from different genera—can have

WHITEHEAD 63

7/28/2015 1:27:19 AM




J

OUP UNCORRECTED PROOF - FIRSTPROOFS, Tue Jul 28 2015, NEWGEN

Figure 4.1 Stacked oranges.

bodies that are simple transforms of each other
(Figure 4.3). Thompson’s central argument was that
biologists were overemphasizing natural selection
and underemphasizing “Platonic selection”—the
mechanical, mathematical, and physical constraints
that determine biological forms (he was probably
the first to point out the deficiencies of genocentric

thinking).

0 )

Figure 4.2 Albrecht Diirer, 1528.
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Figure 4.3 D’Arcy Thompson, 1917.

Convergent evolution illustrates a similar point.
J. Z. Young (1981) observed that convergence is
the norm rather than the exception in evolution.
He gives a wealth of examples, including the wide
range of placental mammals that have remarkably
similar counterparts among marsupials (p. 582).
Thus, relatively closely related animals may have
very different phenotypes, whereas more geneti-
cally distant ones may be almost identical. This
has nothing to do with genetics but, rather, with
logical design solutions. Darwin (1839) observed
convergent evolution among Galapagos finches,
but some biologists view evolution as random
and arbitrary (e.g., Dawkins, 1989; Gould,
1989). It would seem that Aristotle’s “final causes”
(Historia Animalium 350 BCE, translated by D’Arcy
Thompson, 1910) are not so wrong as the random-
izing Darwinians might think.

The “selfish gene” approach fails to explain the
phenomena of macroevolution, such as the pro-
liferation of new species and genera that follows
(often exceeding in scale) the mass extinctions that
end geological epochs (Young, 1981). The number
of animal phyla, however, remains remarkably con-
stant (Levinton, 1992). The Cambrian explosion
saw the “simultaneous” (in a geological timescale)
emergence of all known animal phyla that readily
fossilize. Even the number of classes (the taxonomic
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group below phyla) has changed little compared
with the creativity of the Cambrian. Following
each mass extinction, all the same phyla reappear
like risen ghosts. Adopting a D’Arcy Thompson
perspective, one might surmise that this may be
due to some kind of origami—there may be a fixed
number of ways that sheets of cells can be folded
to produce viable animal bodies. If so, then wher-
ever animals evolve on earth-like planets, you would
expect to find the same phyla, even though their
genomes would be very different. Biologists have
ridiculed Hollywood for creating human-like extra-
terrestrials, but any being capable of advanced tech-
nology may well be very like us—anatomically and
psychologically.

The “take-home message” from this discussion
of epigenesis is simple: Genes alone do not deter-
mine body plans or behavior, and—especially in
the human case (discussed later)—the relation-
ship between genes, brains, and behavior is seldom
simple and direct. Genes exert effects on multiple
anatomical and behavioral traits, and traits may be
influenced by multiple genes. Hence, there is no
such thing as a “good” or “bad” gene—innumerable
epigenetic factors may determine how or whether
a gene is “used” in the development of an adult
phenotype.

Thus, for example, the empirical fact that
the human FOXP2 variant is essential for nor-
mal language development (Lai, Fisher, Hurst,
Vargha-Khadem, & Monaco, 2001) does not imply
that it is a “language gene” or a gene “for” language.
The further fact that Neanderthals possessed this
gene (Krause et al., 2007) does not imply that they
had language (Benitez-Burraco, Longa, Lorenzo, &
Uriagereka, 2008). According to at least three
theories mentioned previously, they would also
need ritual and/or a social contract, and it seems
most unlikely that such cultural institutions could
evolve exclusively by genetic means. There may or
may not be genes “for” language, but the language
people speak is determined by the community in
which they are raised and not by their genotype.
The architecture of the human brain is likewise not
exclusively determined by genes, as explained in the
next section.

The Self-Sculpting Brain
Arborization and Pruning

Jaak Panksepp (2008) notes that mapping
the human genome led to a surprising discovery.
Previously, many scientists assumed that the com-
plexities of the human mind and brain must require
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a vast number of encoding genes to specify all of that
data—possibly 100,000. Today, we mustaccepta more
modest number—commonly estimated at approxi-
mately 22,000 (Panksepp, 2008). This is not much
more than the genome of the mouse. It would seem
that the differences between human and mouse minds
and brains require very little in the way of genetic pro-
gramming, and that the human mind and brain must
be underdetermined by genes. This can be understood
when we consider how brains are formed. Human
genes need only to specify a broad anatomical plan
and a general principle of synaptic proliferation (arbo-
rization) followed by pruning of both synapses and
neurons. The developing brain then structures itself
through its own embodied behavior—strengthening
connections that are frequently used and pruning
away those that are not (Shore, 1997).

An extreme example of such epigenetic influence
is seen in children suffering severe emotional and
sensory deprivation neglect (Erickson, Egeland, &
Pianta, 1989; Gaudin, 1999; Helgeson, 1997;
Perry & Pollard, 1997; Perry, Runyan, & Sturges,
1998). The brains of such children do not grow to
a normal size, and due to pruning of unused net-
works, there may be severe cortical atrophy. Brain
tissue is metabolically and nutritionally expensive
(Aiello & Wheeler, 1995), so if you do not need a
large brain, you are better off with a smaller one. You
might say that the diminished brains of neglected
children are well adapted to a life of sensory depri-
vation in a world without love—at a terrible cost to
the individual, of course. Teicher (2000) comments,
“Our brains are sculpted by our early experiences.
Maltreatment is a chisel that shapes a brain to con-
tend with strife, but at the cost of deep, enduring
wounds” (p. 67).

There are two main “waves” of synaptic pro-
liferation and pruning (Giedd et al, 1999;
Huttenlocher &  Dabholkar, 1997;
et al., 2008):

Perrin

1. The first begins before birth. The most rapid
spurt of synaptogenesis occurs between 18 months
and 2 years, followed by a period of extensive
pruning. The greatest change in brain structure
occurs between the ages of 2 and 5 years.

2. The second begins just before puberty, with
the most intense branching and connecting at
approximately age 11 or 12 years. Subsequent
pruning begins to tail off at approximately
age 15 years, but it continues throughout life.
Maturation of the frontal lobes in particular is not
complete until the early 20s.
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The first wave might be understood as the
phase in which the brain adapts itself to the uni-
versal norms of human sociality; the second as the
phase in which the brain adapts itself to the cul-
turally variable complexities of adult life. This may
help to explain why formal education before the
age of 6 years tends to be deleterious (Alexander
etal.,, 2009). During the first phase of brain sculpt-
ing, children—motivated by the impulse to have
fun—know what to do, whereas adults manifestly
do not. In the second phase, children and adoles-
cents need all the help they can get, and this is the
phase in which formal education is essential in com-
plex modern societies.

Adaptations of Human Childhood

Human childhood differs from that of other pri-
mates in two important ways. First, human babies
exhibit secondary altriciality. Many primates have
altricial babies—that is, relatively helpless infants
that require maternal nurture and care and have
to be carried by their mothers until they are able
to move independently with less risk of injury or
predation. Altriciality is the converse of precociality,
as seen in many herbivorous mammals, where the
young have to run with the herd soon after birth.
Secondary altricialty, however, means not only that
babies are born in an underdeveloped state but also
that rapid brain growth continues after birth. This
phenomenon is known only in humans. In con-
trast to other apes, human brains at birth are only
approximately one-fourth of their adult size, which
means that 75% of brain growth occurs outside the
womb. This is an evolutionary compromise between
efficient bipedal locomotion (which requires a nar-
row pelvis) and possession of large brains (which
requires a wide birth canal) (Walker, 1993). Despite
this problematic compromise, giving birth is a
dangerous time for mothers and babies, requir-
ing the assistance of a midwife in most human
communities.

Second, the human growth curve is slowed to
provide an extended period of childhood, followed
by an adolescent growth spurt. Chimpanzees also
show such an “S”-shaped growth curve, but child-
hood is much more extended in humans than in
chimps. The adolescent growth spurt, however, is
equally rapid in both species (Rice, 1997).

Taken together, these two factors mean that
human brains, relative to ape and all other known
brains, have a massively expanded window of
opportunity for self-sculpting through child and
adolescent behavior.
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Social Displays in Human Development
and Evolution

To understand what behaviors are important
for the self-sculpting brain, we have to examine the
things that children do spontaneously.

Obviously, newborn babies are able to cry
and regularly do so. Psychologists might question
whether this is really emotional communication
or a reflex associated with the onset of breathing.
However, very soon after birth, babies do express a
number of basic emotions, so they are able to com-
municate at this primary level (Trevarthen, 1998).

Only 30 minutes after birth, they can also mimic
the facial expressions of others (Trevarthen & Reddy,
2007; cf. Meltzoff & Moore, 1977, 1983). This
is the beginning of contingent mirror play, which
means that, for example, if the baby gurgles, the
mother gurgles back; and if the mother sticks out
her tongue, so does the baby. This is not mere mim-
icry, as assumed in simulation theory (Gallese &
Goldman, 1998; Harris, 1991); babies will initiate
such games themselves and express disappointment
if their mothers do not respond (Trevarthen, 1974).
By 6-8 weeks, this kind of play develops into
“proto-conversational exchanges” which have the
form and structure but not the content of linguistic
conversation (Trevarthen, 1974).

At approximately 3 months, babies begin to
express melodic vocalizations synchronized with
balletic
“song-and-dance” display (Beebe, 1982; Trevarthen,

limb movements—the beginning of
1995). By 6 months, they engage in “clowning,
tricks, and jokes” (Dunn, 1991; Reddy, 2001;
Trevarthen, 1995), and by 9 months, they make
marks on any surface—with pens, jam, or feces
(Jennings, 1990).

So we can see that, within the first 9 months,
babies have begun to express three distinct kinds
of social display—communication, play, and
performance—that have quite different functions:

1. Communication is goal directed and
manipulative (Krebs & Dawkins, 1984).

2. Play, in contrast, although it has exploratory
and developmental functions, has no goal—it
is pursued “just for fun” (Apter, 1982, 2008;
Bateson, 1955; Huizinga, 1955; Jennings, 1990;
Turner, 1982).

3. Performance combines the functions
of communication and play, and adds two
more: grooming and entrainment. Grooming is
the major means of bonding among primates,
although humans have many more grooming

HEALTH, DEVELOPMENT, AND THE CULTURE-READY BRAIN

7/28/2015 1:27:20 AM



methods than do other apes (Whitehead, 2001,
2014). By “entrainment,” I mean synchronization
or coordination of bodily and mental behavior
between individuals—ensuring that all are “singing
from the same hymn sheet” or “dancing to the
same tune.” Together, grooming and entrainment
enable two or more “selfish individuals” to

behave like one much bigger selfish individual
(Whitehead, 2001), as in Maori Aakas or
Nurenberg rallies and the like, which can be
pretty daunting. Synchronized “song” and “dance”
displays in dolphins (Connor, 1992) and gelada
baboons (Richman, 1978, 1987) serve similar
grooming and entrainment functions, and in the
case of dolphins also serve to threaten or dominate
others.

I call these early displays “implicit” because they
involve primary intersubjectivity—referring to
nothing outside the relationship between self and
other (Trevarthen, 1979). Implicit displays deal
with feelings, emotions, and bodies (e.g., laughing,
crying, song-and-dance, and what Panksepp [2008]
refers to as “rough-and-tumble play”). This buildup
of implicit displays leads to the first of two major
developmental watersheds that have no apparent
parallel in apes and are accompanied by significant
changes in the brain. Trevarthen (1995) refers to this
first transition as the emergence of the “child as par-
ticipant,” whereas Baron-Cohen (1995) attributes
it to the onset of the “shared attention monitoring
mechanism.” It marks the transition from primary
to secondary intersubjectivity and the perception
of self and other as social participants (Table 4.2).
The baby now realizes that she and mother can pay
shared attention to an object of common interest
(Trevarthen & Hubley, 1978).

This new level of social awareness is followed by
a new mode of social displays—projective mime-
sis (Jennings, 1990; Trevarthen, 1995; Whitehead,
2003, 2014). Mimetic displays are under volun-
tary control and are invented to order by the child
(Burling, 1993). Mimesis should not be confused
with mimicry (unreflective copying) or imitation
(copying with insight into the goal of an action).
Mimetic behaviors are not copied from other per-
sons but, rather, represent things, sounds, actions,
etc. by resemblance (Burling, 1993; Donald, 1991).
For example, a child may represent a helicopter
by swiveling one hand above the other or a police
siren by making the sound “Nee-naw, nee-naw.”
Iconic gesture-calls of this kind emerge at approxi-
mately 12 months, roughly coinciding with the
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onset of projective pretend play (Trevarthen, 1995;
Whitehead, 2003, 2014)—playing with toy objects
that represent real objects. Such mimetic displays
are referred to as “projective” because they project
an idea—a thought, concept, or percept—onto an
object or gesture “out there,” in the world outside
the mind.

Self-awareness continues to develop, with mirror
self-recognition at 18 months (Gallup, 1994), along
with new expressions of self-consciousness such as
coyness and embarrassment (Parker, Mitchell, &
Boccia, 1994). Thus, implicit displays are not
replaced by mimetic ones. They serve different func-
tions (affective and ideational) and continue to
develop in parallel.

Performance, too, is developing. Babies take a
lively interest in books with bold pictures—virtually
as soon as they are able to sit up on their moth-
ers’ laps (the onset of secondary intersubjectivity;
Trevarthen & Hubley, 1978). This may link to the
development of their own mark-making behavior
(implicit performance). But during the second year,
it becomes clear that infants can read the pictures
they are looking at (Jolley, 2010), even in the case
of cartoons that bear little resemblance to their ref-
erents (Jennings, 1990; Jennings & Minde, 1993).
For example, a child may pat a picture of a kitten,
or try to “blow out” a cartoon flame. In a longi-
tudinal study of two infant—mother dyads, infants
aged 12-15 months—as yet unable to draw for
themselves—regularly asked their mothers to draw
for them, and by 18 months they would suggest
subjects to be drawn (Yamagata, 1997).

These developments in displays lead to the sec-
ond major transition—the “terrible twos” (Lewis,
1994) and the self-perceived in terms of social
value (Table 4.2). Until this age, infants are rela-
tively passive, generally allowing parents to wash,
dress, or change them as they wish. But the terrible
2-year-old expresses his or her newfound autonomy
and self-worth by resistance and rebellion.

Again, as with the first major transition, this new
level of social awareness introduces a new mode of
display: introjective mimesis. That is, in contrast
to projective mimesis, which projects an idea “out
there” into the world, introjective mimesis involves
an identification of one’s own body or mind with
what is being represented. Winnicott (1974) relates
the first three modes of display (“implicit,” “projec-
tive mimetic,” and “introjective mimetic”; see also
Jennings, 1990) with three steps in the development of
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self-awareness, which he glosses as “me,” “not-me,” and

“not-not-me.” Introjective mimetic communication
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includes pantomiming praxic actions, such as hit-
ting an imaginary nail with an imaginary hammer.
Pretend play likewise becomes introjective with the
onset of role-play (Jennings, 1990; Winnicott, 1974).
Instead of using a toy airplane to represent a real one
(projective), the child can now internalize this idea,
using his or her whole body as a “toy” and pretending
to be an airplane (introjective).

Mark-making behavior, although still implicit,
develops into swirling mandalas and abstract pat-
terns (Jennings, 1990), including vertical lines
that Jennings and Minde (1993) associate with the
child’s developing body image. Six months later, the
mandalas develop into faces, and children begin to
draw ideographic figures, mainly of people, espe-
cially family members (Jennings, 1990). Initially,
only the “contact organs” are represented (hands,
arms, eyes, mouth, etc.; Jennings & Minde, 1993).
Drawing people and social scenarios appears to
be continuous with role-play; it is a kind of story
telling—introjective rather than projective perfor-
mance. Implicit communication is also developing
as children begin to express and recognize new emo-
tions relating to self-value, such as pride, shame,
guilt, and hubris (Parker et al., 1994).

Again, the buildup of new displays leads to a new
level of self/other awareness—mind reading ability
or “theory of mind” (ToM) (Table 4.2)—the abil-
ity to recognize epistemic mental states (e.g., think-
ing, imagining, guessing, and believing) in one’s
own mind and the minds of others (Baron-Cohen,
1995). The onset of explicit ToM (i.e., reflectively
conscious ToM) is usually thought to occur at
approximately age 4 years, although Judith Dunn
(1991) found that children playing “in the wild”—
as opposed to the unfamiliar conditions of the psy-
chology lab—show such ability 6 months earlier.
True surprise—which depends on awareness of false
expectations—cannot be expressed or understood
before this age (Happé & Frith, 1996). Autistic
children, lacking ToM, often mistake the surprised
face for one of fear.

Four-year-old children, who possess explicit ToM,
can be hypnotized for the first time (Bliss, 1986).
Hypnosis—mind influencing mind—presumably
depends on reflective awareness of minds. A year
or two later, children are ready to play games with
formal rules in which there are winners and losers
(Parker & Milbraith, 1994). At approximately the
same time, dressing-up behavior begins along with
more complex role-play and scripted theater-like
performances (Parker & Milbraith, 1994). Displays

are becoming increasingly conventionalized.
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Hypnotic ability peaks at approximately age
7 years, and at this age role-play can become so intense
that lonely children can create “imaginary playmates”
with independent (dissociated) personalities (Bliss,
1986). I infer that “theater of mind”—the ability to
imagine social scenarios with toy people who behave
as though they have minds of their own—must be
established by this time (Whitehead, 2001).

Language has not been mentioned so far because
this seems to follow a precocious schedule sug-
gesting some hard-wired basis. Babies within the
womb are already tuning in to the sounds of their
native tongue (Moon, Lagercrantz, & Kuhl, 2012;
Partanen, Kujala, Niitinen, Liitola, Sambeth, &
Huotilainen, 2014); phonemic competence is
established at approximately 6 months (Eimas,
1985); and the first words are uttered at 12 months
(Trevarthen, 1995)—coinciding with the onset of
projective mimesis. Personal pronouns are under-
stood at 20 months (Lewis, 1994); the verbal
explosion occurs at approximately 24 months, and
language rules are fully understood by 30 months
(Miller & Gildea, 1987; Templin, 1957).

Conventional communication includes much
more than just language (Burling, 1993; Whitehead,
2001). It includes conventional gestures both polite
and rude, language-like signals such as nodding
the head to say “Yes” and sounds of the “hm” and
“uh-huh” variety, mathematical denotations, musi-
cal scores, and traffic signs. We continually invent
new ones as the need arises.

It takes the whole of childhood to achieve
the idealism and principled morality that typ-
ify adolescence (Parker et al., 1994), and per-
haps even longer to develop economico-moral
personae—the conventional roles we assume in
adult life (Whitehead, 2003).

The developmental sequence from birth to adult-
hood is shown in Table 4.2.

Conventional displays, especially conventional-
ized role-play, are virtually constitutive of human
culture—most obviously so in ritual, wealth dis-
play, and the cultural arts. However, as Mead
(1934/1974), Goffman (1959), and Turner (1982)
made clear, the whole of everyday life resembles a
costume drama. We all wear clothes that say some-
thing about who we are, what we are doing, or
how we want to be perceived by others. In every
known human society, people alter the appearance
or sensory properties of their bodies—with clothes,
coiffure, cosmetics, soap, perfume, jewelry, tattoo-
ing, scarification, or frank mutilation. Even in the
heat of the Kalahari Desert, Bushmen wear leather
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Table 4.2. The Spiral Relationship Between Social Awareness and Social Displays From Birth to Adulthood

Primary Implicit communication —

intersubjectivity

Secondary Projective mimetic —>

intersubjectivity communication

Self as value Introjective mimetic —
communication

Theory of mind Conventional —
communication

Economico-moral
personae

Implicit play —> Implicit performance
Projective mimetic play —>  Projective mimetic
performance
Introjective mimetic play > Introjective mimetic
performance
Conventional play —> Conventional
performance

aprons to conceal their genitals and—perhaps by
association of sex with pollution—the anus. Sexual
modesty appears to be a cultural universal, and it
commonly involves concealment of the genitals. No
chimpanzee alpha male would consider this a good
idea. We are the only apes that systematically alter
the appearance of our bodies, and in such cultur-
ally diverse ways. Among our innate display abili-
ties, role-play—pretending to be something we are
not—is the most fundamentally essential to human
culture. In effect, we spend much of our adult lives
pretending we a