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In noisy social gatherings, listeners perceptually integrate sounds
originating from one person’s voice (e.g., fundamental frequency
(f0) and harmonics) at a particular location and segregate these
from concurrent sounds of other talkers. Though increasing the
spectral or the spatial distance between talkers promotes speech
segregation, synergetic effects of spatial and spectral distances
are less well understood. We studied how spectral and/or spatial
distances between 2 simultaneously presented steady-state vowels
contribute to perception and activation in auditory cortex using
magnetoencephalography. Participants were more accurate in
identifying both vowels when they differed in f0 and location than
when they differed in a single cue only or when they shared the
same f0 and location. The combined effect of f0 and location
differences closely matched the sum of single effects. The
improvement in concurrent vowel identification coincided with an
object-related negativity that peaked at about 140 ms after vowel
onset. The combined effect of f0 and location closely matched the
sum of the single effects even though vowels with different f0,
location, or both generated different time courses of neuromagnetic
activity. We propose that during auditory scene analysis, acoustic
differences among the various sources are combined linearly to
increase the perceptual distance between the co-occurring sound
objects.
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Introduction

Auditory scene analysis is a dynamic process that allows

listeners to identify and localize concomitant sound sources

(i.e., auditory objects) in the environment. In social gathering,

this entails grouping together those sound elements coming

from one source (i.e., one speaker) and segregating those

arising from other sources (another speaker). Early studies

have shown that paying attention to what a person is saying in

the presence of other talkers is facilitated by increasing

spectral (e.g., voice) or spatial (e.g., ear) differences between

sound sources (Spieth et al. 1954; Treisman 1964). Subsequent

studies have also shown substantial benefit from spectral (e.g.,

Chalikia and Bregman 1989; Assmann and Summerfield 1990,

1994) or spatial (Shackleton and Meddis 1992; Drennan et al.

2003) differences in identifying 2 different vowels presented

simultaneously. In the studies mentioned above, the effects of

spectral and spatial differences on concurrent speech separa-

tion and identification were investigated separately. Yet, in

complex listening situations, the various sound objects

composing the auditory scenes often differ in terms of their

spectral signature as well as the spatial direction of sound

origin. Hence, the separation and identification of concurrent

speech sounds may be enhanced by a process that integrates

the differences in fundamental frequency (f0) and spatial

location. For instance, both the effect of f0 and spatial sep-

aration may contribute to concurrent speech separation and

identification in an additive or superadditive manner. Alterna-

tively, separation of concurrent speech sounds may be driven

primarily by the most salient cue (e.g., f0) independently of the

other cue (i.e., location). For instance, separate decision

processes could be initiated simultaneously for f0 and location

with performance and brain activity being driven by the

quicker process (horse-race model, Mordkoff and Yantis 1991).

Studying how listeners perceptually organize concurrent

speech sounds that differ in f0 and/or location may reveal

important processing principles related to concurrent sound

perception under ecologically valid circumstances.

Animal studies have revealed linear and nonlinear interac-

tions between different perceptual features in primary and

nonprimary auditory cortices (Machens et al. 2004; Ahmed

et al. 2006; Bizley et al. 2009). In humans, evidence for linearity

in auditory cortex comes from studies employing the oddball

paradigm, where the mismatch negativity (MMN) wave elicited

by sounds that deviate from the standards along 2 perceptual

dimensions equals the sum of MMNs elicited by each deviant

dimension presented alone. Such additivity has been observed

for several dimension combinations including frequency

and location (Schröger 1995; Takegata and Morotomi 1999;

Paavilainen et al. 2001), frequency and stimulus onset

asynchrony (Levanen et al. 1993) and, frequency and duration

(Levanen et al. 1993; Wolff and Schröger 2001). The observed

additivity for effects of frequency and location suggests that

these stimulus dimensions are initially processed indepen-

dently from each another. During auditory selective attention,

this initial additivity for frequency and location is followed by

nonlinear interactions with attention-related neural activity to

stimuli defined by a combination of features (e.g., pitch and

location) differing from the sum of the attention effects elicited

by each feature alone (Woods and Alain 1993, 2001; Woods

et al. 1994).

Together, the studies reviewed above showed additivity in

auditory cortex for simple tones. However, as currently

understood, the additivity principle may not adequately explain

the perceptual grouping of speech sounds (Remez et al. 1994,

2008) because speech has acoustic properties that are diverse

and rapidly changing. Furthermore, speech is a highly familiar

stimulus, and as such our auditory system has had the

opportunity to learn about speech-specific properties (e.g.,
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fundamental frequency and formant transitions) that may assist

in the successful perceptual grouping of speech stimuli (Rossi-

Katz and Arehart 2009). At present, the mechanisms involved in

parsing concurrent speech are unclear but may involve linear

and/or nonlinear integration of acoustic elements to increase

the perceptual distance between co-occurring sound objects.

We studied how the spectral and spatial differences between

2 simultaneously presented vowels contribute to auditory

cortical activity measured with magnetoencephalography

(MEG). First, we established the optimal location separation

to yield improvement in vowel identification. Then, we

compared neuromagnetic activity when both vowels shared

the same f0 and location with conditions where they differed in

f0, location, or both. Previous work showed an early object-

related negativity (ORN, ~150 ms) and a later (~250 ms)

evoked response that reflected the automatic registration of f0
differences and higher-order decision-making mechanisms,

respectively (Alain et al. 2005). We anticipated behavioral

improvement when the 2 vowels differed in f0 and location that

would correlate with changes in neuromagnetic activity from

the auditory cortex. If concurrent speech separation relies on

a process that combines information about f0 and location, then

accuracy and ORN amplitude will show additive effects. On the

other hand, if concurrent speech separation and identification

are determined primarily by the most salient cue (e.g., f0)

independently of the other cue (i.e., location), then this would

argue in favor of a horse-race model (e.g., Mordkoff and Yantis

1991) with accuracy and ORN being driven by the quicker

process.

Material and Methods

Participants
A total of 27 participants provided written informed consent to

participate in the study. In Experiment 1, there were 8 women and 4

men aged between 20 and 34 years (mean age = 25 ± 3.7 years). In

Experiment 2, 6 women and 6 men (none of whom participated in

Experiment 1) aged between 21 and 33 years (mean age = 26 ± 3.8

years) were included in the analysis. Three participants were excluded

from the analysis due to excessive head motion during MEG recording.

All participants, except one in Experiment 2, were right-handed and all

had pure-tone thresholds within normal limits for octave frequencies

ranging from 250 to 4000 Hz (both ears). For all participants, English

was the first language. Ethical approval and informed consent were

obtained according to the guidelines set out by Baycrest Centre and the

University of Toronto.

Stimuli and Task
In both experiments, stimuli were 4 synthetic steady-state American

English vowels: /a/, /i/, /i/, /u/ (Assmann and Summerfield 1994). Each

vowel was 200 ms in duration with f0 and formant frequencies held

constant. Stimuli were converted to analog forms using a TDT RP-2 real-

time processor (Tucker Davis Technologies). The analog outputs were

fed into a headphone driver (TDT HB-7) and presented binaurally at 75

dB sound pressure level through Etymotic ER3A insert earphones

connected with 1.5 m of reflectionless plastic tubing. The frequency

response of the ER3A insert earphones was flat from 80 to 2000 Hz

within ±5 dB. Beyond 2000 Hz, the frequency response decreased

gradually. Sound locations’ differences were induced by applying

a head-related transfer function (HRTF) to the vowels with the

coefficients taken from the TDT library (for a detailed description

and behavioral validation of the HRTF coefficient used, see Wightman

and Kistler 1989a, 1989b; Wenzel et al. 1993).

Prior to Experiments 1 and 2, each vowel was presented individually

(16 trials, 4 vowels by 2 f0 levels), and participants identified the vowels

by pressing the corresponding keys. All participants identified the

single vowels with an accuracy of 95% or better. In order to find the

most suitable HRTF coefficients, each participant completed a behav-

ioral calibration task which required them to identify (by pointing) the

locations of several vowels. The stimuli were presented at various

locations using a variety of HRTF coefficients that best suit the head

size. The coefficients that resulted in the most accurate responses were

then determined and used for the remainder of the experiment.

In Experiment 1, each vowel pair contained 2 vowels with the same

f0 (either at 100 or at 106 Hz) but coming from either the same (both

straight ahead, 0�) or different locations (one from the left, the other

from the right, and both were 15�, 30�, 45�, 60�, or 75� away from the

midline). This resulted in 6 levels of location difference between the 2

vowels: 0�, 30�, 60�, 90�, 120�, or 150�. All vowel pairs were presented

in the horizontal plane, and the 2 vowels’ locations changed from trial

to trial with equal probability for each level of spatial separation. Vowel

pairs were presented in random order in blocks of 72 trials. Each

participant completed 6 blocks of trials.

In Experiment 2, there were 4 different stimulus types created by the

orthogonal combination of f0 and location differences. That is, the 2

vowels could have either the same (100 or 106 Hz) or different f0 (one

at 100 Hz, the other at 106 Hz, i.e., 1-semitone difference (nf0)), and

they could either come from the same (0�) or different azimuth

locations (one from 45� to the left, the other from 45� to the right, i.e.,

90� location difference (nlocation)). These 4 stimulus types were

labeled as follows: same f0-same location (SFSL), different f0-same

location (DFSL), same f0-different location (SFDL), and different f0-

different location (DFDL). Each stimulus type occurred with the same

probability (25%). The 4 different stimulus types were presented in

random order in blocks of 144 trials, and 4 blocks of trials were

presented to each participant.

The f0 separation and location separation between the 2 vowels was

set at one semitone and 90�, respectively. The choice of these

parameters was based on prior research showing that participant’s

accuracy reached an asymptote when the 2 different vowels are

separated by one semitone (Assmann and Summerfield 1990; Summer-

field and Assmann 1991; Alain et al. 2005) and when they are separated

by 90�--120� (see Result’s section Experiment 1).

In both experiments, listeners were instructed to identify both

vowels in the pair. They registered their responses by sequentially

pressing 1 of 4 keys on the keyboard, marked ‘‘AH,’’ ‘‘ER,’’ ‘‘EE,’’ and

‘‘OO’’ for the vowels /a/, /i/, /i/, /u/, respectively. Participants were

told that 2 different vowels would always be presented in each trial.

The interval between the participant’s response and the next trial was

1500 ms. No feedback was provided after each response.

Data Acquisition
In Experiment 1, behavioral data were only collected. The proportion

of trials in which both vowels were correctly identified as a function of

the difference in location was subjected to a within-subject repeated

measures analysis of variance (ANOVA).

In Experiment 2, the neuromagnetic brain activity was recorded in

a magnetically shielded room using a 151-channel whole-head neuro-

magnetometer (VSM Medtech). Participants were positioned in the

upright seating position with their head resting in the helmet-shaped

scanner. Head localization coils were placed on the nasion, and on left

and right preauricular points prior to scanning for coregistration of

neuromagnetic data with anatomical magnetic resonance images

(MRIs). Realistic estimates of the participants’ head shapes were also

acquired with a 3D digitization system (Fastrak; Polhemus). The

neuromagnetic activity was collected for 4 blocks, each block lasting

about 9 min, with a sampling rate of 625 Hz and low-pass filtered at

200 Hz.

Data Analysis
We performed 2 complementary types of data analysis. First, for each

participant, we modeled the grand average auditory evoked fields

(AEFs) with single dipoles in left and right auditory cortices and

calculated the waveforms source strength. This allowed us to study the

sequence of positive and negative waves in the responses as occurs in
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the more conventional analysis of selected electrodes in electroen-

cephalography or sensors in MEG. Second, we performed a model-free

analysis of source activity in order to identify the brain areas involved in

processing f0 and location differences. However, in this paper, we will

mainly focus on the neural interaction between f0 and location

differences during the early stages of processing and encoding in

sensory memory, therefore, only neural activities in the bilateral

superior temporal gyrus are presented.

Dipole Source Analysis
We used BESA software version 5.2 (Brain Electrical Source Analysis,

MEGIS Software GmbH) for averaging and dipole source modeling. The

analysis epoch included 200 ms of prestimulus activity and 800 ms of

poststimulus activity. The artifact rejection threshold was adjusted for

each participant such that about 90% of trials were included in the

average. The threshold for rejecting single epochs of MEG data ranged

from 2300 to 4420 fT. AEFs were averaged separately for each stimulus

type. For all stimulus conditions, the number of trials included in the

averages varied between 124 and 141 trials (M = 133). For each

participant, we also computed the grand average of AEFs that

comprised all stimulus conditions. Before dipole source modeling, the

averaged data were low-pass filtered at 20 Hz (12 dB/octave; zero

phase).

A dipole source model including a left and a right dipole in the

temporal lobes was used as a data reduction method. For each

participant, the dipole source localization was performed on the data

grand averaged across stimulus types. First, the dipoles were seeded in

the temporal lobe near Heschl’s gyrus and then the location and

orientation of each dipole was fit to account for a 40-ms interval

centered on the peak of the N1m wave. We chose to model the N1m

wave because it was the largest and most reliable deflection from the

AEF elicited by the double-vowel stimuli. The group mean residual

variance for the source model was 18.0% (standard error = 1.06%).

Following this, the location and orientation of the dipoles were kept

constant and the source waveforms were extracted for each stimulus

condition in each participant. Peak amplitude and latency were

determined as the largest positivity or negativity in the individual

source waveforms during a specific interval. The measurement intervals

were 30--70 ms, 70--170 ms, and 160--260 ms relative to sound onset, for

P1m, N1m, and P2m, respectively.

For the behavioral data in Experiment 2, a repeated measures ANOVA

was conducted on the proportion of trials in which both vowels were

correctly identified with f0 (same, different) and location (same,

different) as the within-subjects factors. For the MEG data, the repeated

measures ANOVAs were performed on P1m, N1m, and P2m peak

amplitudes and latencies and mean amplitudes (nAm) of source

waveforms over selected latency regions with f0 (same, different),

location (same, different) and hemisphere (left, right) as the within-

subjects factors.

Event-Related Beamformer Analysis
The synthetic aperture magnetometry (SAM) minimum-variance beam-

former algorithm (Robinson and Rose 1992; Van Veen et al. 1997;

Robinson and Vrba 1998) was used as a spatial filter to estimate the

time course of source activity on a lattice of 5 mm spacing across the

whole brain volume in the 0.3--20 Hz frequency range. A multiple

sphere head model was used for the beamformer analysis in which

a single sphere was fit to the digitized head shape for each MEG sensor.

Waveforms of averaged source activity across all trials for each stimulus

type were calculated following the event-related SAM (ER-SAM)

approach (Robinson 2004; Cheyne et al. 2006). The ER-SAM procedure

results in noise-normalized estimates of source power termed ‘‘pseudo

Z ’’ values (Robinson and Vrba 1998; Chau et al. 2004). Volumetric maps

of group mean pseudo Z values as a function of time for each stimulus

type were overlaid on the anatomical image of a template brain

(colin27, Montreal Neurological Institute) (Holmes et al. 1998) and

were visualized with AFNI software (National Institute of Mental

Health) (Cox 1996). For source waveforms at the voxel showing

maximum modulation of activity within Heschl’s gyrus, repeated

measures ANOVAs were performed on N1m (80--120 ms) peak source

amplitudes and latencies and mean source amplitudes over selected

latency regions to test the effects of f0 and location differences and

their interactions.

Results

Experiment 1

Figure 1 shows the group mean proportion of trials in which

both vowels were correctly identified as a function of

nlocation. Participants performed well above chance (i.e.,

chance level for identifying both vowels was 17%), even when

the 2 vowels shared the same location. The main effect of

nlocation was significant, F5,55 = 17.95, P < 0.001, with

participants being more accurate when the 2 vowels were

separated by 90� and 120� compared to when they were

presented at the same location or when they were separated by

only 60� (P < 0.05 in all cases). There was no significant

improvement from 90� to 120� separation. However, vowel

identification significantly decreased from 120� to 150�
separation (P < 0.01). There was no significant difference in

performance when both vowels were presented at the same

location or when they were separated by 30�, 60�, or 150�.
These results show that a 90--120� separation in location was

optimal to effectively improve concurrent vowel segregation

and identification.

Experiment 2

Accuracy

The effects of f0 and/or spatial separation on accuracy are

illustrated in Figure 2A. The proportion of trials in which both

vowels were correctly identified improved with increasing nf0
and/or nlocation between the 2 vowels. The main effects of

nf0 and nlocation were significant, F1,11 = 24.57 and 44.54,

respectively, P < 0.001 in both cases. The interaction between

f0 and location was not significant, F1,11 < 1.

Figure 2B compares the benefits of having both nf0 and

nlocation against the linear sum of the main effects of nf0 and

nlocation. A repeated measures ANOVA indicates that the

benefit in identification rate differed across stimulus types,

Figure 1. Behavioral performance in Experiment 1. Proportion of trials in which both
vowels were correctly identified is plotted as a function of the difference in location
between the 2 vowels. The error bars (±standard error of the mean) indicate the
within-subject variability at each location separation. * P\ 0.05 relative to all other
conditions.
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F3,33 = 13.39, P < 0.001. Pairwise comparisons show that the

benefit of having both nf0 and nlocation was significantly

larger than the main effect of nf0 or nlocation alone (P < 0.05

in both cases). The effect sizes for nf0 and nlocation alone

were not significantly different from each other. The benefit of

having both nf0 and nlocation did not significantly differ from

the linear sum of nf0 and nlocation alone.

Dipole Source Waveforms

Figure 3A overlays the time courses of the AEFs recorded with

all MEG sensors in response to the double-vowel stimuli in one

representative participant. The AEFs comprise an initial P1m

peak at 42 ms followed by the larger N1m at 110 ms and long-

lasting negativity (i.e., same polarity as N1m) with maximum

around 400 ms. This long-lasting negativity overlaid the P2m

responses at 205 ms. The magnetic field topography at the

latency of the N1m is consistent with bilateral sources in the

superior temporal gyri (Fig. 3B). The dipole locations for the

N1m for that particular participant as well as the group mean

locations for the N1m are shown in Figure 3C. The group mean

N1m dipole locations were in the left (Talairach coordinates:

–47, –27, 7) and right (46, –23, 5) superior temporal gyri

posterior to Heschl’s gyrus. The dipole in the right hemisphere

was more anterior (t11 = 4.32, P < 0.01), and inferior (t11 = 2.24,

P < 0.05) to the dipole in the left hemisphere. There was no

difference along the medial--lateral axis.

Figure 4A shows the group mean dipole source waveforms

as a function of nf0 and/or nlocation. There was no difference

in P1m latency or amplitude as a function of stimulus type. The

first reliable effect of stimulus condition emerged during the

N1m interval. The N1m peak latency was earlier when the 2

vowels shared the same f0 as compared to when they differed

in f0, F1,11 = 12.00, P < 0.01. No latency difference based on

spatial separation was found for the N1m, F1,11 < 1. An ANOVA

on the N1m peak amplitude yielded a main effect of nlocation,

F1,11 = 28.95, P < 0.001. The main effect of nf0 was not

significant nor was the interaction between nf0 and nlocation.

There was no hemispheric difference for the N1m amplitude

nor was the interaction between hemisphere and stimulus

condition significant.

The P2m latency was not significantly affected by either f0 or

location but was slightly longer in the right hemisphere, F1,11 =
4.84, P = 0.05. The P2m was smaller when the 2 vowels were

presented at different locations than when they were

presented at the same location, F1,11 = 27.57, P < 0.001. The

main effect of f0 on P2m amplitude was not significant, F1,11 =
2.96, P = 0.113. However, there was a significant interaction

between f0 and hemisphere, F1,11 = 5.40, P < 0.05. Separate

ANOVAs for the left and right hemispheres revealed a main

effect of f0 only in the right hemisphere, F1,11 = 9.57, P = .01.

Object-Related Negativity

The neural activity associated with the effects of nf0 and/or

nlocation on concurrent vowel identification is best illustrated

by subtracting dipole source waveforms when both vowels

shared the same f0 and location from those acquired when the

2 vowels differed in f0 only, location only, or both f0 and

location. This subtraction procedure revealed an early positive

peak (~70 ms), the ORN (~120 ms for stimuli with nlocation

alone and bothnf0 andnlocation, ~160 ms for stimuli withnf0
alone), and a second negative peak (~230 ms) hereafter

referred to as N2b (Fig. 4B).

Consistent with previous work using the mistuned harmonic

paradigm (Alain and McDonald 2007), difference in f0 between

the 2 vowels yielded a reliable increase in source waveform

mean amplitude during the 50- to 90-ms intervals, F1,11 = 13.19,

P < 0.01. The main effect of nlocation was not significant nor

was the interaction between nf0 and nlocation. This early

registration of nf0 was followed by a main effect of nlocation

between 100 and 140 ms after double-vowel onset, F1,11 =
23.98, P < 0.001. During this interval, the main effects of nf0
and hemisphere were not significant nor were any of the

interactions among nf0, nlocation, or hemisphere. During the

140- to 180-ms intervals, nf0 and nlocation yielded a pro-

nounced ORN, F1,11 = 5.63 and 13.23, respectively, P < 0.05 in

both cases. The main effect of hemisphere was not significant

nor were any of the interactions among nf0, nlocation, and

hemisphere.

For the N2b, the ANOVA on the mean amplitude for the 210-

to 250-ms intervals yielded a main effect of nlocation, F1,11 =
51.38, P < 0.001, and a main effect of hemisphere, F1,11 =
6.19, P < 0.05. The main effect of nf0 was not significant.

However, there was a significant interaction between nf0 and

hemisphere, F1,11 = 5.75, P < 0.05. A separate ANOVA for the

right hemisphere reveals significant main effects of nf0, F1,11 =
5.06, P < 0.05, and location, F1,11 = 27.56, P < 0.001 but not for

the nf0 3 nlocation interaction.

With Figure 4C, we compared the difference waveforms for

the effect of the 2 simultaneous cues with the sum of

difference waveforms observed for the individual cues (The

additivity-logic used here is similar to that used for MMN

studies and consisted of combining ORNs [difference waves]

Figure 2. Behavioral performance and behavioral benefit in Experiment 2. (A)
Proportion of trials in which both vowels were correctly identified under 4 stimulus
types: SFSL, SFDL, DFSL, and DFDL. (B) Changes in accuracy of identification of both
vowels (compared with performance when 2 vowels shared same f0 and location) for
stimulus conditions with onlynf0 (f0 alone),nlocation (location alone), and bothnf0
and nlocation (f0 and location). A linear sum of change by nf0 alone and that by
nlocation alone is shown also (f0 þ location). The error bars (±standard error of the
mean) indicate the within-subject variability for each condition.
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from different conditions. This approach eliminated unspecific

activity that may have contaminated early sensory-evoked

responses [Gondan and Roder 2006].). Most interestingly, both

graphs match very well as indicated by the difference between

both (red line in Fig. 4C) showing no prominent deviation from

zero. Although there was an early (50--90 ms) disparity

between the 2, a repeated measures ANOVA on the mean

amplitudes during this interval did not yield a significant

difference, F1,11 = 3.54, P = 0.087. Also, there was no significant

difference during 140- to 180-ms intervals or 210- to 250-ms

intervals, F < 1 in both cases. In addition to testing for the null

hypothesis, we used the city-block distance (CBD) method

(Schröger 1998) to examine whether the ORN elicited by both

f0 and location was similar to the sum of ORNs (140--180 ms)

elicited by f0 only and location only. This analysis revealed

significant similarity between the sum of the single and the

ORN elicited by both f0 and location separation. For the source

waveforms from the right hemisphere, the sum of absolute

difference between the 2 conditions (i.e., the CBD) was 53.03

nAm, P < 0.01. For the left hemisphere, the CBD was 42.46

nAm, P < 0.01. Together, these results suggest that auditory

cortical activities elicited by nf0 and nlocation might be

linearly added when both cues are available and provide further

support for the notion that frequency and location are

independently represented in the auditory cortex.

Brain--Behavior Correlations

Figure 5 illustrates the relation between individual changes in

ORN amplitude and the listeners’ performance in identification

of both vowels. The ORN elicited by nf0 and/or nlocation

appeared more negative when higher accuracy was attained in

identifying both vowels. To quantify this relationship, the

Pearson correlation coefficient was calculated for each

condition. For the right hemisphere, this analysis reveals

significant correlations between the ORN amplitude and the

improvement in identification for nf0 alone (r = –0.61,

P < 0.05), nlocation alone (r = –0.60, P < 0.05) but not for

both nf0 and nlocation (r = –0.20, P > 0.05). After 3

participants who had very large ORN amplitude were excluded

from analysis, the correlation coefficient for both nf0 and

nlocation became –0.65 (P = 0.06). In comparison, no

significant correlation was found between the ORN amplitude

from the left hemisphere and the change in participants’

performance for each condition, the Pearson correlation

coefficients were 0.21, –0.51, and –0.16 fornf0 alone,nlocation

alone, and both nf0 and nlocation, respectively.

ER-SAM Source Activity

During the N1m interval, the results from the beamformer

spatial filter revealed bilateral sources in auditory cortices along

the superior temporal plane. Figure 6 (panel A) shows ER-SAM

maps of activation overlaid on a structural MR template from

AFNI software for the SFSL stimulus condition. The peak

activation in the left (Talairach coordinates: –51, –26, 12) and

right (51, –22, 12) auditory cortices closely match those

observed for the spatiotemporal dipole source locations.

The time courses of source activation for SFSL condition

showed a dominant peak in the latency range of the N1m

response with a mean latency of 98 and 101 ms in the left and

right auditory cortex, respectively. The repeated measures

ANOVA on the N1m peak source amplitudes for 4 stimulus

conditions (Fig. 6, panel B) revealed a main effect of nlocation,

F1,10 = 7.62, P = 0.02. The main effect of nf0 was not significant

nor was the interaction between nf0 and nlocation. There was

no hemispheric difference for the N1m peak source amplitudes

nor was the interaction between hemisphere and stimulus

condition significant. The ANOVA on N1m source latencies did

not yield any significant effects of stimulus type or hemisphere.

The differences in source waveforms between conditions

were also calculated to illustrate the neural activity associated

with the effects of nf0 and/or nlocation on concurrent vowel

identification. To this end, we subtracted source waveforms

Figure 3. (A) AEFs elicited by the double-vowel stimuli in one representative participant. (B) The contour maps for the N1m for that particular participant. (C) The dipole location
for the N1m for that particular participant as well as the group mean location overlaid in MRI template from BESA (5.2).
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when both vowels shared the same f0 and location from those

acquired when the 2 vowels differed in f0 alone, location alone,

or both f0 and location (Fig. 6, panel B). This subtraction

procedure reveals a positive peak in the N1m period (~120 ms)

for nlocation (SFDL-SFSL, in Fig. 6), a negative peak in N1m

period (~104 ms), and a late positive peak (~176 ms) for nf0
(DFSL-SFSL). Again, the difference in source waveforms for

both nf0 and nlocation (DFDL-SFSL) closely matched the

linear sum of the difference in source waveforms for nf0 alone

and that for nlocation alone [(SFDL-SFSL) + (DFSL-SFSL)] in

both hemispheres. The repeated measures ANOVAs on the

mean amplitudes of these 2 differences in source waveforms

during 104- to 144-ms intervals and 152- to 192-ms intervals did

not yield a significant difference regardless of the hemisphere,

F < 2 in both cases. This result again confirms that auditory

cortical activities elicited by nf0 and nlocation are linearly

added when both cues are available.

Discussion

In most everyday situations, co-occurring sound sources (i.e.,

auditory objects) usually differ in their spectro-temporal

signature as well as in their actual location in the environment.

The present study shows that differences in f0 and/or location

between the 2 vowels contribute to speech separation and

identification. The effects of nf0 on behavioral performance

and neuromagnetic activity were consistent with prior

behavioral research (Chalikia and Bregman 1989; Assmann

and Summerfield 1990) as well as a prior event-related

potential (ERP) study using a greater range of f0 separation

(Alain et al. 2005). The effects of nlocation on concurrent

vowel perception were also consistent with findings from

a prior behavioral study which also found that ~90� separation
in free field or simulated auditory location using HRTF yields

the greatest improvement in performance (Drennan et al.

2003). In the present study, performance in identifying both

Figure 4. Group mean dipole source waveforms. (A) Group mean source waveforms for AEFs for 4 stimulus conditions. The gray rectangles represent the duration of the double-
vowel stimulus. (B) The differences in source waveforms between stimuli with same f0 and same location and stimuli with nf0 and/or nlocation. (C) Comparison between
difference waveforms for both nf0 and nlocation (f0 and location) and a linear sum of difference waveforms for nf0 alone and that for nlocation alone (f0 þ location).
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vowels plateau for 90� and 120� and worsened when the spatial

separation between the 2 was further increased to 150�. This
biphasic pattern of response was unexpected and could reflect

a cost in spreading attention between 2 disparate locations. It

could also be related to impoverished spatial resolution for

sounds presented further from the midline location. Additional

research is needed to better understand the mechanisms that

underlie this biphasic pattern of response.

In the present study, the effect of nf0 and nlocation on

concurrent vowel identification was comparable. This is not

surprising given that the magnitude of nf0 and nlocation were

chosen because they yielded asymptotic performance in most

listeners. More importantly, performance improved signifi-

cantly when both nf0 and nlocation were present. The

combined effect of nf0 and nlocation equaled the sum of

each nf0 and nlocation. The additive effect of nf0 and

Figure 5. Brain--behavior correlation. Individual changes in source waveform amplitude during the ORN interval (140--180 ms) are plotted against the listeners’ changes in
accuracy of identification of both vowels for stimuli with nf0 alone (f0), nlocation alone (location), and both nf0 and nlocation (f0 and location). *P\ 0.05.

Figure 6. ER-SAM maps and source waveforms in left and right Heschl’s gyri. (A) Thresholded group-mean ER-SAM maps for SFSL condition at N1m latency of 104 ms. (B)
Time courses of source activities associated with 4 stimulus conditions (SFSL, SFDL, DFSL, and DFDL) and 4 differences between conditions [SFDL-SFSL, DFSL-SFSL, DFDL-SFSL,
(SFDL-SFSL) þ (DFSL-SFSL)]. Pseudo Z values represent the ratio of signal-to-noise power of the evoked response. Note that in both hemispheres, the difference in source
waveforms for both nf0 and nlocation (DFDL-SFSL) closely matches the linear sum of nf0 and nlocation alone [(SFDL-SFSL) þ (DFSL-SFSL)].
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nlocation suggests that auditory scene analysis may involve

processes that ‘‘sample’’ and use multiple cues rather than

relying on one particular cue in segregating the incoming

acoustic data. Note that the additivity observed in the present

study may be specific to cases where cues promoting

segregation are equally salient.

Bothnf0 andnlocation alone elicited an ORN during 120- to

160-ms intervals following sound onset in auditory cortices.

The ORN amplitude recorded from the right hemisphere

correlated with listeners’ identification accuracy of both

vowels. This is consistent with a previous study manipulating

only nf0 between concurrent vowels (Alain et al. 2005). In the

present study, there was no significant correlation between the

ORN recorded from the left hemisphere and accuracy. The

reasons for this lack of correlation could be related to smaller

and more variable ORN amplitude in the left than in the right

hemisphere.

It is suggested that the ORN may index the automatic

detection of multiple concurrent sound objects (Alain 2007). In

this case, either the separation in f0 or spatial location of the 2

vowels may promote the activation of 2 distinct neural traces,

one for each vowel constituent that eventually facilitates the

identification of both vowels. Interestingly, the ORN for

nlocation was 40 ms earlier and much larger in amplitude

than that for nf0, despite comparable performance in

identifying both vowels. The 2 vowels presented at different

locations likely activate distinct perceptual channels (Boehnke

and Phillips 1999; Phillips 1999), thereby resulting in larger and

earlier responses. Another possibility could be that the location

difference can be detected based on the initial onset slope and

thus is earlier than frequency comparison which requires some

integration over time if frequencies are in the same critical

band.

The difference in ORN latency betweennlocation andnf0 is

difficult to reconcile with the notion that ORN indexes

perception of concurrent sound objects given that accuracy

was comparable in both conditions. However, in the present

study, the emphasis was placed on identifying concurrent

vowels, which can only occur after an initial segregation of the

acoustic data into its constituents. It is possible that nlocation

between the 2 vowels may yield a strong sense of concurrent

sound objects even if participants experienced difficulties in

identifying the 2 vowels. This would not be reflected in the

behavioral data but would be consistent with prior studies

showing that the ORN amplitude and latency are related to the

perception of concurrent sound objects (Alain 2007).

In addition to the ORN, the effects of nf0 and nlocation on

concurrent speech perception were paralleled by an N2b

around 230 ms after sound onset. This N2b is thought to reflect

stimulus categorization and decision processes that control

behavioral responses in discrimination tasks (Ritter et al. 1979,

1982). In the present study, the N2b may also index a schema-

driven process in vowel identification in which the incoming

vowels are matched against stored vowel representations

(schemata) in working memory.

Listeners’ ability to correctly identify both vowels was best

accounted for by an additive effect in which the differences of

f0 and spatial location between the 2 vowels are linearly

combined together during speech separation and identifica-

tion. This behavioral advantage observed during the concurrent

vowel identification task was paralleled by changes in bilateral

auditory cortices that mimic the behavioral effects. Specifically,

changes in both accuracy and auditory cortical activity during

the ORN and N2b intervals as a function of nf0 or nlocation

were additive such that the sum of nf0 and nlocation alone

equaled the combined effect of having both spectral and spatial

differences simultaneously. Previous researchers that have

examined the MMN to multidimensional deviant stimuli have

revealed additivity during the MMN latency but usually not

thereafter (e.g., Schröger 1995; Paavilainen et al. 2001). In the

present study, the analyses were carried out on the source

waveforms from the N1m generator, which provided only

a rough estimate of source activity during the N2b interval.

Using the beamformer approach for neuromagnetic source

imaging, we found converging evidence for linear summation

of nf0 and nlocation in auditory cortex. Our results are

consistent with those of a functional MRI study which also

shows additive effects between pitch and sound source

location (Barrett and Hall 2006). It appears that during speech

segregation and identification differences in f0 and spatial

location are both accessible and used to enhance the

separation and representations of both vowels in sensory

memory. The linear combination of f0 and spatial differences

may be used to enhance the perceptual distance between the 2

speech signals, thereby easing the identification of the various

sound objects in the mixture. Such a strategy may be

particularly beneficial in situations where the acoustic cues

promoting segregation are not too salient. In such situations,

the listeners may need to integrate all available information to

successfully separate co-occurring speech signals. Thus, linear

summation may occur in situations of low signal-to-noise ratio

where listeners need to accumulate evidence during auditory

scene analysis. Further research is needed to assess the extent

to which such a strategy depends on the difficulty to separate

concurrent speech signals.

The additive effect observed in the present study is

interesting in light of current models of information processing

and may share some similarity with the redundant signals effect

which refers to a behavioral advantage associated with

presenting 2 signals that both call for the same response (e.g.,

Schwarz 1989; Mordkoff and Yantis 1991; Schroter et al. 2007;

Miller et al. 2009). In the present context, differences in f0 and

spatial location may constitute 2 different signals that are

redundant in the sense that they both involve the same

response (i.e., vowel identification). Two general classes of

models have been proposed to account for the processing of

redundant signals. The horse-race model assumes that separate

decision processes are made in parallel for each signal and

performance is driven by the quicker process (Mordkoff and

Yantis 1991). The coactivation model posits a decision

mechanism that takes into account the time needed to process

both signals (Mordkoff and Yantis 1993; Miller 2007; Schroter

et al. 2007). Our results are more in line with the coactivation

model because bothnf0 andnlocation contribute activation to

a common decision threshold. They cannot easily be accounted

for by a horse-race model in which, presumably, segregation

would be based on the most salient cue irrespective of the

other cue.

Conclusions

This study shows the contribution of spectral (i.e., f0) and/or

spatial differences to speech separation and how these acoustic

differences are combined in primary auditory cortex. Although
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spectral and spatial information may be processed into

specialized pathways, these acoustic differences are linearly

combined to ease the separation and identification of speech

sounds. The early processing of spectral and spatial cues may

converge in the auditory cortex where their contributions sum

together to provide an efficient and optimal processing

strategy during the perceptual organization of speech sounds.

Further research will help determine the limit of this linear

integration and whether it applies to other complex listening

situations.
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