The Perirhinal Cortex

Wendy A. Suzuki¹ and Yuji Naya²

¹Center for Neural Science, New York University, New York, NY 10003; email: wendy@cns.nyu.edu
²Department of Psychology, Peking-Tsinghua Center for Life Sciences and PKU-IDG/McGovern Institute for Brain Research, Peking University, Beijing 100871, China; email: yujin@pku.edu.cn

Keywords
association memory, declarative memory, medial temporal lobe

Abstract
Anatomically, the perirhinal cortex sits at the boundary between the medial temporal lobe and the ventral visual pathway. It has prominent interconnections not only with both these systems, but also with a wide range of unimodal and polymodal association areas. Consistent with these diverse projections, neurophysiological studies reveal a multidimensional set of mnemonic signals that include stimulus familiarity, within- and between-domain associations, associative recall, and delay-based persistence. This wide range of perirhinal memory signals not only includes signals that are largely unique to the perirhinal cortex (i.e., object familiarity), consistent with dual-process theories, but also includes a range of signals (i.e., associative flexibility and recall) that are strongly associated with the hippocampus, consistent with single-process theories. These neurophysiological findings have important implications for bridging the gap between single-process and dual-process models of medial temporal lobe function.
INTRODUCTION

In primates, the perirhinal cortex lies on the ventral-medial surface of the temporal lobe surrounding the amygdala and anterior hippocampus (Figure 1). Brodmann was one of the first to describe the unique cytoarchitectonic features of the perirhinal cortex more than 100 years ago (Brodmann 1909). However, only relatively recently have we started to appreciate the full extent of the contributions of the perirhinal cortex to a range of higher cognitive functions. Findings from a combination of behavioral lesion studies (Murray et al. 1989, Zola-Morgan et al. 1989, Suzuki et al. 1993) and tract-tracing studies (Suzuki & Amaral 1994a,b; Suzuki & Amaral 2003) in nonhuman primates first identified the perirhinal cortex as contributing importantly to visual recognition memory. Since then, extensive work in both humans (Ranganath & Ritchey 2012) and animal model systems (Brown et al. 2010) has focused on specifying the mnemonic functions of the perirhinal cortex with a major emphasis on its contributions to recognition memory.

Recognition memory is thought to comprise two major components: recollection and familiarity. Recollection is defined as memory of the specific contextual details of a particular event or episode, whereas familiarity is defined as awareness of an item having been presented previously without access to additional contextual information about the event. Early physiology studies in monkeys showed that perirhinal cells respond selectively to particular visual stimuli and signal the prior occurrence of that preferred visual stimulus with a decreased response upon stimulus repetition (Brown & Aggleton 2001, Brown et al. 2010, Aggleton et al. 2012). This prominent so-called familiarity signal indicates that the perirhinal cortex is likely involved in a familiarity process as suggested by dual-process models of medial temporal lobe (MTL) function (Davachi 2006, Diana et al. 2007, Eichenbaum et al. 2007, Mayes et al. 2007). These models suggest that familiarity and recollection are distinct forms of memory that are supported by different brain areas; the perirhinal cortex is essential for object familiarity, and the hippocampus is important for recollection that includes contextual and spatial associative memories. Perirhinal-based memories are often conceptualized as important for encoding individual items or objects in memory, whereas the hippocampus is important for associating those items in memory (Murray & Richmond 2001, Davachi 2006, Staresina & Davachi 2008).

Another influential view suggests that the perirhinal cortex contributes to a wide range of functions, including both familiarity and recollection (Squire et al. 2007). This view argues for considerable cooperation between the different MTL structures for both recollection and familiarity (Squire et al. 2007), although the extent to which each area specifically contributes may differ. Moreover, these authors suggest that rather than trying to understand the MTL through the relatively narrow lens of recognition memory, a more fruitful strategy is to focus on specific
stimulus attributes of memory and how they are represented in particular MTL areas. We follow this latter approach in our current analysis of the functions of the perirhinal cortex. In this article, we offer a new view of perirhinal function consistent with its full complement of anatomical projections and neurophysiological response properties. We argue that its prominent and convergent projections from sensory, polymodal, and reward-related cortical areas together with its prominent interconnections with other MTL structures suggest that the perirhinal cortex is designed to associate information in memory across multiple domains and modalities. Consistent with this region’s anatomical connections, neurophysiological studies have described not only its prominent visual familiarity responses, but also various associative learning, memory, and recall signals as well as demonstrating striking persistent delay activity across a range of different domains (Table 1). We discuss this new view of perirhinal functions in the context of dual-process and single-process models of MTL function. We also address the evidence supporting the role of the perirhinal cortex in visual perception.

Figure 1
Schematic illustration of the cortical and medial temporal lobe (MTL) connections of the monkey perirhinal cortex (areas 35 and 36).
Table 1  The memory functions of the perirhinal cortex

<table>
<thead>
<tr>
<th>Mnemonic category</th>
<th>Neural signal</th>
<th>Behavioral role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Familiarity</td>
<td>Repetitive suppression</td>
<td>Recognition memory&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Association</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within domain</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coding</td>
<td>Un-unitized pair-coding cells (area 36), unitized pair-coding cells (area 35)</td>
<td>Semantic linkage, concepts, higher-order perception&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Recall</td>
<td>Pair-recall cells</td>
<td>Flexible associative recall&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Between domains</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item and place,</td>
<td>Changing cells, object-time cells, object-context signals</td>
<td>Relational memory&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>time, or context</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item, configuration,</td>
<td>Object-reward cells, reward condition cells</td>
<td>Expectation of reward&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>and reward</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maintenance over trace interval</td>
<td>Persistent activity for single or multiple items</td>
<td>Conditioning memory, higher-order perception&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Information gating</td>
<td>Selective facilitation of signal transfer</td>
<td>Emotional enhancement of memory&lt;sup&gt;g&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>b</sup>Fujimichi et al. 2010, Bussey & Saksida 2007, Naya et al. 2003a.
<sup>g</sup>Paz et al. 2006, Fernandez & Tendolkar 2006.

THE ANATOMY OF THE PERIRHINAL CORTEX

The perirhinal cortex is composed of two major subdivisions, a smaller and medially situated area 35 and a much larger, laterally situated area 36. Early anatomical studies from the 1970s first identified the perirhinal cortex in monkeys as an area that received inputs from multiple sensory modalities, although the full extent of its connections was not known (Jones & Powell 1970, Van Hoesen & Pandya 1975). Since those early reports, substantial progress has been made in understanding the major cortical and subcortical projections of the perirhinal cortex in monkeys (Suzuki & Amaral 1994a, Lavenex et al. 2004). This region is defined by two major categories of inputs. First, it has major connections with other adjacent regions of the MTL, including, in order of descending strength, the entorhinal cortex, the parahippocampal cortex, the amygdala, and the hippocampus. Second, the perirhinal cortex is defined by its prominent interconnections with a wide range of unimodal and polymodal cortical association areas. The anatomical connections of the perirhinal cortex in rodents are similar though not identical and are not discussed in detail here (Burwell & Amaral 1998, Suzuki 2009a).

Medial Temporal Lobe Connections

One of the strongest MTL connections of the monkey perirhinal cortex is with the entorhinal cortex. The perirhinal projections terminate in a large extent of the entorhinal cortex that includes a wide medial-lateral portion of the anterior entorhinal cortex and more restricted projections to the lateral portions of mid and caudal levels of the entorhinal cortex (Insausti et al. 1987, Suzuki & Amaral 1994b, Mohedano-Moriano et al. 2008). These inputs follow a feedforward projection pattern terminating mainly in superficial layers I–III as well as in layer V (Suzuki &...
Projections from the entorhinal cortex back to the perirhinal cortex are also prominent and exhibit a medial-lateral topography such that the most lateral portions of the anterior entorhinal cortex project to the most medial portions of the perirhinal cortex (i.e., area 35 and medial portions of area 36), whereas the medial portions of the anterior entorhinal cortex project to the lateral perirhinal cortex (Suzuki & Amaral 1994b, Muñoz & Insausti 2005). These projections follow a classic feedback projection pattern originating mainly from layer V, with weaker involvement of layers VI and III, and terminating in and around perirhinal layer II as well as in layers V and VI (Suzuki & Amaral 1994b, Muñoz & Insausti 2005).

A second major MTL input to the perirhinal cortex comes from the posteriorly adjacent parahippocampal cortex (areas TH and TF). The parahippocampal cortex is an area of polymodal convergence receiving input from ventral stream visual areas TEO and TE and visuospatial input from retrosplenial cortex and posterior parietal cortex, as well as input from auditory association areas (Suzuki & Amaral 1994a). Unlike the rest of the MTL projections to the perirhinal cortex, the projections from the parahippocampal cortex are not strongly reciprocal; the perirhinal cortex receives more prominent projections from the parahippocampal cortex than it sends back (Suzuki & Amaral 1994a, Lavenex et al. 2004).

One major set of MTL projections to the perirhinal cortex that tends to be overlooked in considering the functions of the perirhinal cortex is its prominent interconnections with the amygdala (Stefanacci et al. 1996). These projections exhibit a rostrocaudal gradient whereby the most anterior and ventral regions of the perirhinal cortex receive the strongest amygdala projections and the caudal perirhinal cortex has only weak interconnections with the amygdala. These projections are largely reciprocal and are directed primarily to the lateral and basal nuclei of the amygdala.

The perirhinal cortex also has direct interconnections with the hippocampus and subicular complex. However, the absolute strength of these latter interconnections (estimated using number of labeled cells from retrograde tracer studies) is substantially weaker than its connections with the entorhinal cortex, the parahippocampal cortex, or the amygdala. For nearly its entire rostrocaudal extent, cells in the most distal portions of area CA1 and the most proximal portions of the subiculum project to the perirhinal cortex (Yukie 2000, Insausti & Muñoz 2001). Insausti & Muñoz (2001) have described a weak projection from the presubiculum to the perirhinal cortex. Both these projections are reciprocal (Suzuki & Amaral 1990, Yukie 2000); they provide a direct route by which the perirhinal cortex can influence and be influenced by hippocampal/subicular activity in addition to the prominent indirect connections with these regions provided by the entorhinal cortex.

**Cortical Connections**

In addition to its major connections with structures within the MTL, the perirhinal cortex is also characterized by its prominent interconnections with a range of both unimodal and polymodal association areas (Suzuki & Amaral 1994a, Lavenex et al. 2002). The strongest cortical input to the perirhinal cortex in monkeys comes from the adjacent unimodal visual areas TE and TEO. Other projections to the perirhinal cortex include input from polymodal regions on the dorsal bank of the superior temporal sulcus, somatosensory input from the insular cortex, and frontal lobe inputs originating from lateral and orbital areas 11, 12, and 13. These orbitofrontal areas have been implicated in reward-related processing (de Araujo et al. 2003, Padoa-Schioppa & Assad 2006, Chaudhry et al. 2009). The perirhinal cortex tends to project back to a much wider extent of the cortex than it receives input from, including some areas that do not project to it at all (Lavenex et al. 2002). This striking asymmetric reciprocity may be related to its prominent role in associative memory recall (see Within-Domain Associations, below).
THE FUNCTIONAL ORGANIZATION OF THE PERIRHINAL CORTEX

Memory

Many previous physiology studies in both monkeys and rodents show that neurons in the perirhinal cortex respond selectively to particular visual objects and demonstrate that this stimulus-selective response is suppressed with repetition (Xiang & Brown 1998, Aggleton et al. 2012) (Table 1). This familiarity signal has been described in rodents, monkeys, and humans and reviewed extensively in the literature (Brown et al. 2010, Aggleton et al. 2012). We do not expand on these well-described familiarity signals. Instead, we highlight perirhinal mnemonic signals beyond simple visual object familiarity. In particular, we focus on its role in within-domain (i.e., item-item) and between-domain associations as well as on the growing evidence for its contribution to aspects of conditioning via its interconnections with the amygdala (Table 1).

Within-domain associations. A major tenet of dual-process theories is the idea that a unique function of the hippocampus is its ability to encode the relationship between items and events that occur together through flexibly accessible associative links (Eichenbaum & Cohen 2001, Staresina & Davachi 2009). In particular, the hippocampus has the ability to recall the associative link when presented with one item of a learned pair (Polyn et al. 2005, Foster & Wilson 2006, Kuhl et al. 2011). Although extensive evidence supports the important contributions of the hippocampus to associative, relational, and recall functions (Davachi 2006, Eichenbaum et al. 2007), strong neurophysiological evidence also indicates that perirhinal neurons signal both flexible associative memory and recall.

Associative learning and memory signals in the perirhinal cortex have typically been studied using a visual-visual pair-association (VPA) task (Sakai & Miyashita 1991; Erickson & Desimone 1999; Messinger et al. 2001; Naya et al. 2003a,b). In this task, a visual object is presented as a cue stimulus, and after a delay period, a monkey is required to choose a unique, geometrically unrelated visual object that has been paired in memory with the cue stimulus. The perirhinal cortex contains many pair-coding neurons (33% of stimulus-selective neurons) that show significantly ($p < 0.01$) correlated responses to the two visual stimuli in a particular learned pair (Naya et al. 2003a). These striking neurophysiological results are consistent with findings from lesion studies showing that bilateral damage to the perirhinal cortex results in impairment of visual-visual associative memory (Murray et al. 1993, Buckley & Gaffan 1998). Relative to the perirhinal cortex, substantially fewer (4.9%) pair-coding neurons were observed in visual area TE (Naya et al. 2003a). We do not know whether pair-coding perirhinal neurons are generated by converging inputs from individual TE neurons that code the individual stimuli that constitute the paired associate (selective-convergence model) or if they are generated by direct inputs from individual (though sparse) pair-coding neurons in TE (direct-driven model) (Naya et al. 2003a, Hirabayashi et al. 2013b). In either case, the interactions between the perirhinal cortex and area TE are important for item-item association memory (Yoshida et al. 2003). A recent study suggests that pair-coding neurons in area TE are generated by their intrinsic microcircuits (Hirabayashi et al. 2013b). Results from lesion studies in monkeys further suggest that these microcircuits in area TE are influenced by feedback projections from the perirhinal and entorhinal cortices (Higuchi & Miyashita 1996).

Dual-process models allow for an associative function of the perirhinal cortex but suggest that it provides a less flexible unitized kind of associative signal (Davachi 2006, Diana et al. 2007). Although the idea of a unitized representation in the perirhinal cortex is consistent with the description of pair-coding neurons as having a correlated (i.e., similar or unitized) neural response to the two visual stimuli that have been associated in memory (Sakai & Miyashita 1991, Naya et al. 2003a), a more detailed examination of the neurophysiological data suggests a more complex
reality. First, despite the fact that perirhinal pair-coding signals show correlated responses to particular learned paired associates, neurons in areas 35 and 36 nonetheless maintain differential response amplitudes to the two different stimuli in the associated pair during the cue presentation period (Fujimichi et al. 2010). This finding suggests that the responses of the perirhinal neurons to the visual stimuli themselves, although significantly correlated, remain distinct and ununitized. However, the story differs for activity during the delay period immediately following the cue presentation. During the delay period of the task, neurons in area 35 (the small subdivision of the perirhinal cortex) represent paired items indiscriminately (i.e., in a unitized fashion), whereas neurons in area 36 (the larger perirhinal subdivision) continue to maintain distinct representations of the associated stimuli. Thus while the entire perirhinal cortex maintains distinct representation of the paired stimuli during the cue presentation period and the largest subdivision (area 36) also maintains this differential response during the delay period, the smaller perirhinal subdivision (area 35) exhibits a clear unitized representation only during the delay period.

Another striking example of associative flexibility in the perirhinal cortex is a unique activity pattern seen during the delay interval of the VPA task. During this period, pair-recall neurons signal the identity of the to-be-remembered paired associate (Sakai & Miyashita 1991; Naya et al. 1996, 2003b), and this neural response represents one of the most striking examples of a long-term associative recall signal ever reported. A subsequent study showed that this recall signal appeared first in area 36 and was propagated backward to area TE, where it was observed at longer latencies (Naya et al. 2001). This physiological finding is consistent with the extensive back projections from area 36 to TE (see The Anatomy of the Perirhinal Cortex, above). Thus, the perirhinal cortex not only signals a long-term representation of the learned paired associates during the cue period of the task (pair-coding neurons), but also provides a highly flexible recollection signal of the sought target during the delay period immediately preceding the choice period of the task (pair-recall neurons).

An important question concerns how the memory retrieval signal develops in the perirhinal cortex. One study showed that area 36 pair-recall signals start as early as the cue period of the VPA task (Naya et al. 2001). However, this study did not directly examine the relationship between these early-responding pair-recall neurons and the pair-coding neurons during the cue period of the task (Naya & Suzuki 2010). One recent study using simultaneous multunit recording in area 36 used causality analysis to examine the circuits involved in recall during the delay period of the VPA task (Hirabayashi et al. 2013a). This study focused on the relationship between the pair-recall neurons and another category of neurons in the perirhinal cortex known as cue-holding neurons. Cue-holding neurons maintain a representation of a preferred cue stimulus after stimulus offset during the subsequent delay period, which can be considered a form of persistence memory (Naya et al. 2003b). Granger causality analyses suggested a direct coupling from the cue-holding neurons to the pair-recall neurons during the delay period of the VPA task. This result implies that the retrieval of item-item association memory during the delay period may take place through a signal cascade from the cue-holding neurons to the pair-recall neurons. Thus, the perirhinal cortex is deeply involved in the recall/recollection process, and these data are inconsistent with many versions of dual-process models that clearly place recall/recollection functions exclusively in the domain of the hippocampus (Diana et al. 2007, Eichenbaum et al. 2007). It is important to note that no parallel studies of monkey physiology during the VPA task have compared the responses between the perirhinal cortex and hippocampus or examined the interactions between these regions. These kinds of studies will be important to determine, for example, if these regions provide a complementary or a distinct recall/recollection signal during VPA tasks. Other studies described below, however, have directly compared hippocampal and perirhinal neural responses on the same associative learning or memory task.
Between-domain associations. One dual-process model suggests that the perirhinal cortex conveys information for unitized associations and for nonunitized within-domain associations (Mayes et al. 2007). However, this assumption is inconsistent with its convergent projections not only from visual association areas (area TE), but also from areas involved in signaling contextual (hippocampal formation/parahippocampal cortex), spatial (hippocampal formation/parahippocampal cortex), and reward (orbitofrontal cortex) information. For example, perirhinal neural responses have been studied during a conditional motor associative learning task in which animals were required to associate a complex visual scene with a particular rewarded target location (Wirth et al. 2003). This task is also referred to as a location-scene association task and is sensitive to damage to the hippocampus (Gaffan 1992, Murray & Wise 1996) and the perirhinal cortex (Murray et al. 1998). In this task, animals are presented with a complex visual scene with four identical target locations superimposed on it. After a delay interval during which the scene disappears but the four target locations remain visible on the screen, the animal is cued to make an eye movement to a target location, only one of which is rewarded for any given visual scene. With trial and error, animals learn between 2 and 4 novel location-scene associations each session. Yanike et al. (2009) described perirhinal “changing cells” that either came to respond selectively or lost their selective response. This changing neural activity was strongly correlated with the animal’s behavioral learning curve for that particular association. Direct and detailed comparison of the timing of the changing cells relative to learning in the hippocampus and the perirhinal cortex suggested that the timing of the changing cells was not different between these two areas (Yanike et al. 2009). Consistent with these findings in monkeys, a parallel study in humans performing a very similar conditional motor association learning task confirmed similar patterns of changing activity in the hippocampus and perirhinal cortex correlated with behavioral performance (Law et al. 2005). These findings show that the perirhinal cortex can signal conjunctions of complex visual stimuli and learned target locations, and they suggest that for new conditional motor associative learning the perirhinal cortex and hippocampus act in parallel to signal the formation of new associations in memory in both monkeys and humans.

Perirhinal and hippocampal responses have also been characterized during the performance of a temporal order memory task. During an encoding phase, animals were shown a sequence of two unique visual items. During a subsequent retrieval phase, these same two items and one distracter stimulus were shown in pseudorandom locations on a video monitor, and the animals were required to touch the first-presented item and then the second (avoiding a distractor image) to obtain a juice reward. Not only did perirhinal neurons provide a prominent visually selective response, but this response was significantly modulated by the temporal order of the stimulus presentation (Naya & Suzuki 2011). Unlike for the conditional motor association task, described above, the hippocampus did not provide a similar item-time association. Instead, a prominent incremental timing signal was seen during the delay period between two item presentations (Pastalkova et al. 2008, MacDonald et al. 2011, Naya & Suzuki 2011). These two examples taken together not only show that perirhinal neurons signal a range of between-domain associations, but also suggest that the perirhinal cortex and hippocampus can respond either very similarly or in distinct ways depending on the particular task demands (i.e., associative learning versus temporal order memory).

Another between-domain association that has been explored in the perirhinal cortex is object-reward associations (Liu et al. 2000, Liu & Richmond 2000, Mogami & Tanaka 2006, Ohyama et al. 2012). Perirhinal neurons can represent the association between particular visual stimuli and particular reward outcomes (Mogami & Tanaka 2006) or cues signaling the imminent arrival of reward (Liu et al. 2000, Liu & Richmond 2000). One recent study reported that perirhinal neurons represent reward information predicted by a configuration of two visual objects (Ohyama et al. 2012). In this task, two visual stimuli are presented sequentially such that the configuration
of two cue stimuli predicted upcoming reward. During the second stimulus presentation, substantial numbers of perirhinal neurons showed activity selective to the predicted reward condition regardless of the identity of the second cue stimulus. These findings suggest that the perirhinal cortex signals item-reward associations and can provide a flexible representation for expected reward. Determining which brain region(s) interact with the perirhinal cortex to process information about reward is important. Using a crossed unilateral lesion of the orbitofrontal cortex on one side and the perirhinal and entorhinal cortices on the other, Clark et al. (2013) showed that perirhinal/entorhinal interactions with the orbitofrontal cortex, an area strongly associated with signaling the features of reward (de Araujo et al. 2003, Padoa-Schioppa & Assad 2006, Chaudhry et al. 2009), are essential for monkeys to distinguish between different reward sizes. These findings support the idea that reward information from the orbitofrontal cortex may be combined with associative and contextual information in the perirhinal and entorhinal cortices to estimate expected value.

As highlighted in the anatomy section above, one of the most prominent projections to the perirhinal cortex comes from the adjacent entorhinal and parahippocampal cortices, which both signal aspects of contextual/spatial memory (Hargreaves et al. 2005, Aminoff et al. 2007, Bar et al. 2008). Although dual-process theories typically limit contextual processing to the hippocampus and the parahippocampal cortex, a growing body of reports from fMRI studies have described object-context associations in the perirhinal cortex (Smith et al. 1981, Staresina & Davachi 2008, Staresina et al. 2011), in some cases, similar to contextual associations signaled by the hippocampus, and in other cases, distinct from hippocampal signals. One study scanned subjects as they encoded visual items associated with one of two different contexts (e.g., common versus uncommon items or curved versus straight items) (Watson et al. 2012). Perirhinal activity predicted the accuracy of the retrieval judgments about the behavioral context during the encoding period, and this finding was maintained when memory strength was equated across the items. Thus, even contextual associations, a function typically considered strictly in the domain of the hippocampus in most dual-process models is represented in the perirhinal cortex.

**Perirhinal-Amygdala Interactions**

A growing body of work has been exploring the functional role of the prominent interconnections between the perirhinal cortex and the amygdala. One study demonstrated simultaneous recording of the perirhinal cortex, the entorhinal cortex, and the basolateral amygdala (BLA) during a trace-conditioning task (Paz et al. 2006). They reported that early in the learning process, BLA activity was associated with increased signal transmission from the perirhinal cortex to the entorhinal cortex, and this activity was increased markedly after reward delivery. Previous studies reported strong inhibition in the projection from the perirhinal cortex to the entorhinal cortex (de Curtis & Pare 2004). In this way, the perirhinal cortex appears to serve as an active gateway of information flow from neocortical areas toward the hippocampus, which can be modulated by the emotional salience of the present situation (Fernandez & Tendolkar 2006, Paz & Pare 2013).

Recent studies show that lesions of rat perirhinal cortex also impaired a range of fear-conditioning paradigms, including trace and delay conditioning (Kent & Brown 2012). Kent & Brown (2012) suggest two ways that the perirhinal cortex may contribute to conditioning. They suggest first that the perirhinal cortex is essential for bridging the temporal gap in the trace-conditioning paradigms because of the prominent persistent activity that has been shown in perirhinal slice preparations, known as endogenous persistent firing (EPF). EPF was first described in entorhinal slice preparations (Egorov et al. 2002, Fransén et al. 2006) and is characterized by persistent neural spiking activity that continues long after the termination of the spike-eliciting
current (Navaroli et al. 2012). In fact, this striking cellular phenomenon in the perirhinal cortex is consistent with many other reports of striking perirhinal delay activity. Examples include the recall and cue holding signals seen in the VPA task described above (Naya et al. 2003b), as well as the persistent delay activity seen during a delayed match-to-sample task (Schon et al. 2005), and in situations where implicit learning between temporally adjacent items takes place (Miyashita 1988, Yakovlev et al. 1998, Schapiro et al. 2012). These findings suggest that the perirhinal cortex provides a wide range of transient/persistent memory signals, some of which serve trace conditioning.

Kent & Brown (2012) argue that the perirhinal cortex, in addition to its role in transient memory for the trace interval, contributes to the performance of certain conditioning tasks because of its role in processing particular kinds of conditional stimuli (CS). They argue that the perirhinal cortex is critical when processing CS requiring the ability to treat two or more items or elements as a single entity. Examples of CS requiring an intact perirhinal cortex in rodents include ultrasonic vocalizations, spatial contexts, and discontinuous auditory “pips.” Kent & Brown (2012) link this interpretation to theories that emphasize the perceptual functions of the perirhinal cortex (Murray & Wise 2012). However, as we argue below, the data used to support this theory can be interpreted in more than one way.

**Perception** Although the perirhinal cortex has often been considered to work predominantly for declarative memory (Squire et al. 2007, Wixted & Squire 2010), strong evidence shows that lesions to the perirhinal cortex also impair performances on tasks designed to tap perceptual functions (Buckley et al. 2001, Bussey & Saksida 2007, Graham et al. 2010; but see Shrager et al. 2006). Tasks that show impairment with perirhinal lesions typically cannot be solved on the basis of single feature comparisons. Instead, tasks that show impairment require subjects to choose an odd stimulus out of concurrently presented complex objects or to discriminate between complex objects that contain multiple overlapping elements. These findings suggest that the perirhinal cortex is important for perceptual discriminations when high feature ambiguity is present. These findings also form the basis for a theory that we refer to as the perirhinal perceptual model (PPM), which states that the perirhinal cortex is a perceptual area important for both perception and memory (Bussey et al. 2005, Murray & Wise 2012).

The question of whether the perirhinal cortex should be considered primarily a memory area or an area that participates in both perception and memory has been addressed and debated previously in the literature (Hampton 2005, Baxter 2009, Suzuki 2009b, Suzuki & Baxter 2009, Murray & Wise 2012). The new insight we bring to this debate comes from a detailed consideration of the unique neurophysiological properties of the perirhinal cortex. These unique physiological properties have direct relevance for interpreting the deficit seen on concurrent and oddity discrimination tasks following perirhinal lesions. To solve these tasks successfully, multiple complex stimulus elements must be quickly bound together and then held in memory as they are compared with the other exemplars with multiple overlapping elements. According to the PPM model, the perirhinal cortex solves this problem by encoding conjunctions between sensory features that serve perception (Bussey et al. 2005). The data from the physiological evidence reviewed above suggest that these conjunctions/associations can be encoded by the prominent within-domain (Naya et al. 2003a) and between-domain (Yanike et al. 2009, Naya & Suzuki 2011, Ohyama et al. 2012) associative functions of the perirhinal cortex. It is the broad set of associative memory functions that engage the perirhinal cortex in this particular subset of perceptual tasks that are impaired by perirhinal lesions.

Moreover, once these conjunctive stimuli are represented, they must be maintained in memory during the comparison process. Other physiological evidence described above shows that the
perirhinal cortex can represent multiple items through the delay period (Naya et al. 2003b) and can signal the identity of previously presented information over both short and long timescales (Yakovlev et al. 1998, Naya et al. 2003b, Schon et al. 2004). This form of persistent memory may be helpful particularly in situations where large complex amounts of visual information must be held in mind for comparison across visual objects. Thus, we suggest that the impairment seen following perirhinal damage on certain oddity or concurrent discrimination tasks may not be due to perirhinal perceptual functions, but instead to its prominent and diverse mnemonic properties (Table 1). How can we definitively distinguish between these two possibilities? We suggest that it will be important to record during oddity or concurrent discrimination as well as during other clear memory-demanding tasks to determine if the perirhinal cortex provides similar mnemonic signals across both categories of tasks (Suzuki 2009b).

SUMMARY
This review shows that the perirhinal cortex is truly a multifaceted memory area that can convey information about stimulus familiarity, within- and between-domain associative learning, memory, and recall and can synergize with the amygdala to modulate information flow to the hippocampus relative to the emotional salience of the situation (Table 1). We argue that these mnemonic signals serve declarative memory. Moreover, we argue that the associative learning signals together with persistent delay activity present in this area may underlie the striking deficits seen on oddity and concurrent discrimination tasks, which were previously interpreted as perceptual deficits.

When comparing the diverse mnemonic functions of the perirhinal cortex with those of the hippocampus, neurophysiological studies show that depending on the task demands, investigators see both clear dissociations between the different MTL areas (i.e., temporal order memory task) consistent with dual-process models as well as striking similarities in the signals conveyed by these areas (location-scene association task) consistent with single-process models. This wide range of neurophysiological findings parallel the conflicting pattern of findings cited by the single process and dual process models and suggest that, depending on the situation, both patterns can be seen (Eichenbaum et al. 2007, Wixted & Squire 2010). To address these conflicting models in one comprehensive framework, we suggest a conditionally dynamic model (CD model) of MTL function. This model states that depending on the present task, different MTL structures can express either similar or distinct/dissociable memory signals. Specific task demands as well as the functional interactions between these areas are two key factors that will determine if these structures convey similar or distinct/dissociable signals. An important goal for future studies will be to determine both when and how the interactions between these MTL structures result in either similar or distinct patterns of activity.
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